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Abstract: We present two finite-difference methods for approximating solutions to a structured
population model in the space of non-negative Radon Measures. The first method is a first-order
upwind-based scheme and the second is high-resolution method of second-order. We prove that the
two schemes converge to the solution in the Bounded-Lipschitz norm. Several numerical examples
demonstrating the order of convergence and behavior of the schemes around singularities are provided.
In particular, these numerical results show that for smooth solutions the upwind and high-resolution
methods provide a first-order and a second-order approximation, respectively. Furthermore, for
singular solutions the second-order high-resolution method is superior to the first-order method.

Keywords: finite difference schemes; high-resolution methods; structured populations; non-negative
Radon measures; bounded-Lipschitz norm

1. Introduction

Transport equations have been rigorously studied for many years [1-3]. These equations are
particularly useful in modeling the dynamics of a population with some physiological structure such
as age or size [2,4-6]. Classically, these models take place in a smooth or integrable setting [2, 7-9].
These frameworks help model populations using densities with respect to the structure (e.g., size, age)
variable. However, it is often useful to consider populations with concentrated masses. As proposed
in [5], these cases can be handled by considering the framework of measures, particularly, of Radon
measures. The space of Radon measures is of particular interest as it contains both distributions with
densities (i.e., absolutely continuous with respect to the Lebesgue measure) and those with
concentrated mass (i.e., Dirac measures). This allows for joint analysis of both discrete and
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continuous distributions in the structure (e.g., size, age) variable .
In this article, we are interested in the following structured population model:

Ot + 0:(g(t, pp) + d(t, pyp = 0, (t,x) € (0,T) X (0, o)
8(t, W(0)D4,1(0) = fo ooﬁ(t,u)(y)d/wt(y), 1€[0,T] (L.D)
p(0) € MT(R™)

where

p [0, T] — MIRY),

. +/m+ 1,00+ (1.2)
8d,B: [0, T] X M"(R") — W*(R").

Here, given a Borel subset A € R*, u()(A) represents the number of individuals at time ¢ of structure
(e.g., size, age) x in A, and the functions g and d represent the growth and death rate of individuals at
time ¢ of structure x, respectively. Likewise, the function S represents the reproduction rate of these
individuals. More precisely, at time ¢ and distribution u(#) of the structure, an individual with structure
x produces offspring at rate S(t, u(t))(x). Thus, D,,u(0) denotes the Radon-Nikodym derivative of u(r)
with respect to the Lebesgue measure, dx, at the point x = 0.

The first equation in the model (1.1) describes how the number of individuals with structure ux,
u(t)(x) informally, change in time ¢ due to the combination of two effects: the transport term 0,(g(z, u)w)
which moves the distribution u at velocity g and the death rate which removes individuals from the
system at rate d. The second equation models the inflow of individuals at the boundary due to birth.
The third equation simply states the regularity of the initial condition.

The model functions, g,d,f, are assumed to be influenced by both time, ¢, and solution to the
population model, u(7). In applications (e.g., see [6, 10, 11]), it is common to choose S, g and u to
depend on a weighted mean of the population in the following form:

Bl () = B(1,x, [ Kn(du(),
gt () = G (1,x, [ Ko(du()), (1.3)
d(t,1)(x) = D(t,x, [, Kn()du()),

for given maps B, D,G : [0,T] X R* x R* — R* and K3, Kg, Kp : R* — R*. Common physically
motivated model functions utilize Beverton—Holt type [12] or Ricker type [13] nonlinearities with
respect to the weighted mean of the population and of a Von Bertalanfty type [14] model with respect to
structure x. For example, utilizing Ricker type nonlinearity with a Von Bertalanffy model for size [10]
with individual maximum size x;,,x and r being a parameter related to the inherent growth rate at size
0 and low population levels, the function G may be chosen to be

G = { r(xmax - )C) CXP(— ﬁy KG(y)d,u(y)) X < Xmax (14)

0. X > Xmax-

Well-posedness of such a model was studied in [15] and later expanded to a more general model
in [6]. Numerical schemes based on Split-Up (SU) and the Escalator Boxcar Train (EBT) algorithms
were compared in [16], originally proposed in [17] and [18]. While the schemes in [17, 18] provide
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an accurate approximation of the solution, they are only shown numerically to have a convergence
rate of first order (i.e. the error is proportional to the mesh size) even when the solution is of smooth
density. Higher accuracy is desired in the study of inverse problems and optimal control problems
where solving the equation multiple times is required.

In this paper, we present a different approach than the above mentioned numerical schemes which
is based on finite difference methods. Such methods have been well studied both in a smooth setting
and in an integrable setting [8,9, 19-21]. We follow the frame work laid out in the space of integrable
functions presented in [9,21] and provide convergence results in the space of Radon measures. While
the schemes we present are in the spirit of those presented in [21], we would like to point out some
of the key differences of the current work with that presented in [21]. First, the model studied in this
paper is different than the model studied in [21] as here we do not consider the type of hierarchical
dependency (which is a more general form of dependency) on the structure considered in that work.
In particular, in [21] they consider a size-structured model on finite domain [0, 1] and they assume the
vital rates g, 3, d depend on

X 1
O(x,t) = af u(y, t)dy + f u(y,tydx, 0<a<l, (1.5)
0 X

where u represents the density of individuals of size x and time #. They formulate a model for the
density u(x,?) in the spirit of (1.1) on the space of integrable functions. Through finite-difference
approximation method they establish the well-posedness of a PDE that is governed by Q (not u) in the
space of integrable functions by utilizing the compact embedding of the space of bounded variation
functions in the space of integrable function to achieve existence of solutions and prove that the limit
satisfies an entropy condition to establish uniqueness. They also show that their first-order finite
difference approximation converges in the weak* topology to a (unique) limit u that satisfies (1.5) but
did not prove that u satisfies the size-structure model governed by u. In that work, the initial condition
regularity assumed for u is that of bounded variation and cohorts of individuals with a single point
structure x in the form of Dirac measures are not considered (clearly in the present work such initial
conditions are permitted). To our knowledge, the formulation of the model considered in [21] on the
space of finite signed measures is still an open question. Secondly, the first order scheme presented
in [21] is implicit while the scheme presented in this paper is explicit. Here, we extend the
convergence results to explicit schemes on the space of measures and to demonstrate the difference of
the schemes (explicit and implicit), we compare the computation times and errors in section 5.1
below. Lastly, while the authors in [21] provided numerical examples of a high-resolution
second-order method, no stability estimates or convergence results were given for this method. In this
paper, we establish convergence of the second order method to the solution of (1.1).

This paper is organized as follows: in Section 2, we present notation associated with the space of
Radon measures used in this paper and we recall a useful result. In Section 3, we state assumptions
needed for the model (1.1) to be well-posed which follow from the results in [15]. In Section 4, we
present two numerical schemes. In particular, in Section 4.1 we provide an explicit upwind scheme
and prove the scheme converges to the solution of (1.1) (Theorem 4.2). In Section 4.2, we provide a
high-resolution second-order scheme in the spirit of the method presented in [21], but formulated in
the space of Radon measures. We then prove convergence results in this space for the high-resolution
method (Theorem 4.3). In Section 5, we provide numerical examples comparing the explicit first
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order method developed in this paper, the high-resolution second order method presented here, and
the implicit first order scheme studied in [21]. We test our methods against examples covered in
[16,21] (see, example 5.1). We also provide different examples of the flexibility of our scheme in
handling discontinuous and singular densities (see, examples 5.2 and 5.3). In Section 6, we provide an
application where competition for resources between individuals may influence the maximum size of
individuals. This example also has the benefit of demonstrating the regularity of the stationary-state
solution discussed in [22]. Finally, in Section 7 we provide some concluding remarks.

2. Notation and background

We employ the following notation for commonly used spaces: R* = [0, o), C¥(X;Y) denotes the
space of functions from X to Y that are differentiable up to order k, C.(X;Y) denotes the space of
continuous functions from X to Y that have compact support, C,(X; Y) denotes the space of bounded
continuous functions from X to Y, M*(X) denotes the space of all finite non-negative Radon measures
on X, and W(X;Y) denotes the usual Sobolev space on X with codomain Y. When talking about
spaces of functions, if the codomain Y = R, we will omit Y from the notation above.

Unless otherwise specified, we equipped M*(R*) with the Bounded-Lipschitz Norm (BL-norm)
defined as

i =sup | [ 6avs 6 € W=@), e < 1
R+
where ||@||y1~ = max{||@||.~, [|0:¢|l.~}. The BL-norm has also been referred to as the flat norm [23,24],

Dudley norm [25,26], and Fortet-Mourier norm [27,28]. Another norm commonly associated with
M*(R?") is the total variation norm (TV-norm) given by

Mlry = M®R") = Sup{ f Fdv: f e C.RY), Ifllo < 1}.
R+

It should be noted that while over nonnegative measures they are equivalent as norms, the induced
metrics from the BL-norm and TV-norm do not agree. In general, for v, u € M*(R*),

v = pllse < llv = pllry.

In other words, the BL-norm and TV-norm are different on the space of signed measures. For more
information on these norms, we refer the reader to [29] and the references therein.

We say a sequence of non-negative Radon measures, (u,), converges weakly if there is a
u € M*(R*) such that for every f € C,(R"),

| st - —0
R+
as n — oo. We say (u,) is tight if

lim sup w,([x, 00)) = 0.

In M*(R*), we additionally have that the BL-norm metricizes weak convergence. For more detail,
see [15,30].

We make use of the following compactness result which follows from an application of the well-
known Riesz representation and Alaoglu Theorems:
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Theorem 2.1. For any compact set K C R* and any C > 0, the set {u € M*(K) : ||ullry < C} is
compact for weak convergence.

3. Model assumptions

We also assume that the model functions satisfy the following:

(A1) For any R > 0, there exists Lg > 0 such that for all ||ull;y < Rand t; € [0,T] (i = 1,2) the
following hold

llg(tr, 1) — 8(t2, 2)lloo < Lr(|t1 = 12| + [l — p2llBr),
ld(t1, (1) — d(ta, po)lleo < Lr(lty — 2| + ||t — pe2llsr)s

B(t1, 1) — B(t2, po)lloo < Lr(lty — 12| + [lpt1 — p2llBr),
(A2) There exists ¢ > 0 such that

sup  sup |[lg(#, Wllwrs + ld(E, llwr= + 1B llwi~ < &,
te[0,T] ue M*+(R*)

(A3) Forall (1, ) € [0, T] x M*(R"),
8, 1)(0) > 0.

Remark 3.1. As noted in [15], the Lipschitz in time assumptions can be weakened to the functions
having a modulus of continuity with respect to time, wg(|t; — t,|).

Remark 3.2. The functions given in (1.3) satisfy assumptions (Al) and (A2) provided that B,G,D €
WL ([0, T] x R* x RY) and Kg, Kg, Kp € WH°(RY). Furthermore, Eq (1.4) provides a biologically
relevant example of a growth function which satisfies (Al) - (A3).

We define a solution to (1.1) as follows:

Definition 3.1. Given T > 0, we say a function u € C([0, T], M*(R")) is a weak solution to (1.1) if for
all ¢ € (C' N WE)([0, T] x RY), the following holds:

fR AT 0)du(T)(x) = f 90, 0)dp(0)(x) =
T
fo f ) [0:9(2, x) + g(t, (D) (X)0,(1, x) = d(t, (D) (X)P(1, X)] du(B)(x)d1 (3.1
T
+ fo . ¢(1, 0)B(t, u(N)(xX)du(r)(x)dt

4. Discretization methods

In this section we present two methods for approximating the solutions of model (1.1). We first
present a first-order upwind-based scheme and then we present a second-order high-resolution scheme.
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For fixed Ax and At, we discretize R* and [0, T'] with points x; = jAx and 7, = kAt where j =0,1,...
andk=0,1,...K —1suchthat KAr=T.

We assume that the initial measure u(0) € M*(R*) has a compact support in [0, L]. By standard
range of influence arguments, the solution at time 7" will have support contained in [0, X] where X =
L+/T.

Remark 4.1. The assumption of a compactly supported initial condition is made for numerical
computation purposes. In general, this assumption is not needed since the initial condition belongs to
M*(R"), and thus is inherently tight. In this case, one would use the tight version of Theorem 2.1
which can be found in [15].

Remark 4.2. The schemes and proofs below hold for the applicable case where the variable x is
contained in a finite interval, [0, X], provided we additionally have g(t,u)(X) = 0 for all (t,u) €
[0, T] x M*(RY).

4.1. Upwind scheme

We approximate the initial measure by a linear combination of Dirac Delta masses. More precisely,
0 . 0
WO >, =y s,
=1

where
m) := p(0)(x;-1, x;]).
Letting j; = LA%J, we assume additionally that L is chosen large enough such that m? =0forall j > j,
(it is possible since p(0) is assumed to be compactly supported).
The main idea of the proposed method is to use a finite difference scheme based on Eq (1.1) to
generate coeflicients for the following time steps, approximating u(kAt) with

[Se]
ko_ k
Hpy, = ijéxj.
Jj=1

We let g’; = gt A ) (x)), d§ = d(ty, 5 )(x;), and ,8’;. = Bt 15 )(x;). We remark that due to the model
functions dependency of y, their discretization at time k depend on every m'j‘., j=1,2,3,.... Wepresent
two different explicit schemes. From here on, we additionally assume for all (¢, u) € [0, T] X M*(R")
and x € (0, X),

g(t, W(x), d(t, W)(x), B¢, u)(x) > 0. (4.1)
Remark 4.3. The nonnegativity assumption on g is enforced because we are using an upwind-type

scheme below. This assumption can be relaxed but in such a case one needs to apply a combination of
an upwind and downwind scheme depending on the sign of g (see for e.g., [31]).

In this section, we study the following explicit scheme:

K+l ok kook ok k
m;—my 8y = 8 M

ko k _
, 4.2)

mk >
kK0 _ k_k
Soay = Zﬂf’"f
=1
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which can be rewritten in the form

k

At At
Bl - _g’;. — Atdf.)m’} + —glf'—lmj—l

J Ax Ax

[Se]
ko k _ ko k
8oy = AxZ,Bjmj

=

m

4.3)

for j = 1,2,... and k = 1,2,...,K — 1. Notice that m’(‘), which approximate the boundary value
D, u(kAt), depends on all the m’;., j > 1, and that m’]‘.“, the approximation of u(kAr + AD)((xj-1, x;]), is
computed explicitely and directly from the knowledge of the result of the previous time step m’é, mt, ...
Throughout this section, we assume the following Courant-Friedrichs-Lewy (CFL) condition on our

mesh: for £ defined by (A2),
At
L(At+—)< 1. (4.4)
Ax

The method defined by (4.3) is a simple Upwind scheme which serves two purposes. First, it provides
an easily implemented method where numerical computations presented here suggest it is of first order
when the initial condition is absolutely continuous (see Section 5). Secondly, many of the proofs for
the higher order method are similar to the easier proofs presented in this section.

We begin with a simple, but useful result.

; k
Lemma 4.1. Under the assumptions above we have, for every k, ;€ M*(R™).

Proof. Since :“Zx is a linear combination of Dirac measures with summable coefficients m’j it suffices

to show that for every k, m’}‘ > 0 for all j. Notice that since u(0) € M*(R*), we have m(]). > 0 for all

Jj=1,2,... and by the positivity assumptions on g’é and S, we have mg > 0.
The result then follows from mathematical induction using formulation (4.3) along with the CFL
condition (4.4) and the positivity assumptions (4.1). O

An immediate advantage of Lemma 4.1 is the following:

Corollary 4.1. The total variation ||,Ltlgx||TV of the approximated solution is

(o0
k _ k
e lry = > i,
j=1

In the next lemma, we show that the approximations ”Zx have compact support for every k. The
same argument can be used to show the approximations are tight for non compactly supported initial
conditions.

Lemma 4.2. Foreveryk =0,1,...,K, let C;, = [0, j, + k]. Then,
iy (R*\ Cp) = 0.
More precisely m’; =0forall j > j, +k
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Proof. We will show that for every k there is an index j; such that 372, m’j‘

non-negative, m’]‘ = 0 for all j > j;. We accomplish this through induction. We claim for each «,

i mlj‘.:O.
k

J=jL+

< 0. Since the m’j< are

By our assumption on L, the claim holds for k = 0. Assuming the claim is true for k, then from
(4.3), the CFL condition (4.4), “telescoping” sums, and the fact that m’J‘.L +« = 0 we have

[

= At
Z m/j<_+1 = Z (1- Atd']‘.)mlj‘. + A—x(g';_lm';_l - g';m';-)

J=jr+k+1 J=jr+k+1

In view of this result, we restrict the approximation to a finite sum. That is

J
ko _ k
Hax = ijéxj
J=1

for some positive integer J > j; + K.

Lemma 4.3. Let R > 0 be such that ||u(0)||7y < R. Then there is a constant C* independent of Ax and
At such that for every k =0,1,...,K,

ks lrv < C*.
Proof. From scheme (4.2) we have
J
ki llry = >l
j=1
J At
= > (1 = Atdbym) + (& = gimh). (4.5)

~.
Il
—

Notice the “telescoping” term in (4.5), the second equation in scheme (4.2), and the CFL condition
(4.4) imply

! At At
D = ArdSym + A @mi = g < N llry + S—goms
j=1

< (1 + ZADIKE NIy

Therefore,
ks llrv < Re™® =: C™.

O
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We next show the regularity of the scheme.

Lemma 4.4. There exists an L > 0 independent of Ax and At such that for [ > p,

ey, — 1% gz < LU — p)At.

Proof. Let ¢ € WH°(R™) with ||@||y1~ < 1. Letting ¢; = ¢(x;) then we have

J
(e = i 8) = ) 610 = )

J
At
= Z ¢j(5(glj-_1m g]m]) d’fm’;At).

=p

~
Il

—_

=~

Using “summation-by-parts" and the second equation in (4.3),

J -
At
> Z 0/ (&5 — gim) — i Ay
Jj=1 k=p
-1 J At
= Z —x(¢]+1 ¢])g mk + ¢1,BkmkAt - dkmk¢]At
k=p j=1

Using that |¢;| < 1 and |¢,1 — ¢/] < |x;51 — x| = Ax, we obtain

-1 J

-1
(e = 15,2 9) < At Z Z ghml + Bl + dmb < 3¢At Y Ml Iy
k=p j= k=p
< 3¢C* (1 - p)At

where we used Lemma 4.3. |

Our main goal is to use Ascoli-Arzela’s Theorem to guarantee the existence of a convergent sub-
sequence of our scheme. However, the theorem takes place on the set of continuous functions from
a compact Hausdorff space into a metric space (for more detail, see [32]) and we have only provided
discrete measures. We address this by defining a family of curves u}’ : [0,7] - M*(R,) linearly
interpolating the y, :

>§

-1

HALD) = 1O Yoy () + [
0

k+]

X(tkyllﬁ—l](t)

At

o~
Il

where y(f) denotes the characteristic function over the set E and where At and Ax satisty (4.4). One
can check that uﬁ; € C([0,T], M*(]0,X])) and, with the assistance of Lemmas 4.3 and 4.4, the
following two lemmas hold:
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Lemma 4.5. Assume ||u(0)||7y < R. Then

Iup @llry < C*
forallt € [0,T]. Here the constant C* is the same from Lemma 4.3.

Lemma 4.6. There exist an L > 0 independent of Ax and At such that for all t,,t, € [0, T],

||,u (1) — /1 "0l < LIty — 1ol

With Theorem 2.1, we have for each ¢ € [0, T'], the set M(¢) = {,uﬁi (1)} ¢ M*([0, X]) is precompact
for weak convergence. Since [0, X] is compact, this implies M() is precompact for convergence in the
BL-norm as well. Owing to Ascoli-Arzela, we obtain the following Theorem.

Theorem 4.1. For any At,Ax — O, there exists a subsequence (,uizi)ieN of (,uﬁi), the family of
measures defined above, which converges to some u in C([0,T], M*([0,X])), ie.,
sup,cjo.7y 4" (£) = p(®)llpz — O,

In fact we can prove that

Theorem 4.2. As Ax, At — 0 the sequence ,uﬁ; converges in C([0, T, M*([0, X])) to the solution of
(1.1), i.e., Sup,eqo. IR (1) = u(@®llgr — O.

Proof. We essentially follow the proof presented in section 12.5 of [20], while enjoying the nice
properties of Dirac measures. Since each curve is determined by its values on the points (#, x;), we
restrict ourselves to the numerical scheme (4.2). For the moment, take ¢ € (C> N W'*)([0, T] x R").
We may assume ¢ is compactly supported as Lemma 4.2 shows the measures yA’ are also of compact
support. We multiply (4.2) by ¢’]‘At = ¢(t, xj))At and sum over j = 1,2,...,Jandk =0,1,...,K -1
to arrive at

K-1 J K-1 J
Z((mkﬂ mb)gk 4 ( Cmh — gk _mt_ 1)¢) —At Zd’;m’;(/)’;. (4.6)
=0 j= k=0 j=1
Starting with the right-hand side of (4.6), notice
K-1 J K-1
At dimbgh = Ac )y fR (10, )OI, D)yt (). (4.7)
k=0 j=1 k=0

For convenience when working with the left-hand side, we group the related terms and work with them
separately. Making use of “summation by parts" and that m* = 0 for all k we have

J J K-1
2" = mipdf = ). ["’K_”’”f ~ e+ Dy
J=1 k=1

k=0 j=1

K-1

= f (T — At, x)du¥ (x) - f ¢, x)dyiy (%)

_A;Z f Pt X) = ‘W" 850 g () 4.8)
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and
A KLY Ar K2 J
Ax Z(g’;m’]‘ gimi_ ¢ = “Ax Z drgomy + Z(¢1;+1 — dhgim|
k=0 j=1 k=0 =1

¢(tk’ X+ AX) - ¢(tk’ -x)
R+ Ax

= —At
k=0
K_

1
— At Y ¢(ty, Ax) fR +ﬁ(tk,u§x><x>du’gx<x). (4.9)

k=0

gty b )0 (x)

Thus, by combining (4.7), (4.8), (4.9), and rearranging terms, Eq (4.6) becomes

[T - M0 0~ [ 00, 0di, 0

_ [ fas(tk, ») - ¢(tk AL 4k o
k=1

K-1
s A - ’
R s RO

—+

k=0

- f d(tr, iy )OSt )y (0 + | Pl Ax)ﬁ(tk,uixx)c)du’gx(x))] :
Rt R*
We will now simplify this expression. To this end we first note that

lp(T = At, x) — (T, x)| < (10,4l At.
Moreover At )
1, — ot — At
AUSE) ‘Z(t L= = (0 — B()AL, X)
for some 0(x) € (0, 1). Assuming that ¢ has compact support in [0, 7] X R*, we deduce

P2 = B B0 — 1, 0)+ 0(1)

where o(1) — 0 as At — 0 uniformly in k and x. In the same way

d(tr, x + Ax) — ¢(ty, x) = 0,0(t, x) + o(1)
Ax

where o(1) — 0 as Ax — 0 uniformly in k£ and x. Moreover using Lemma 4.3 and recalling that KAt =

T, we have At Z fR+ o(1)duk ', (X) = o(1). By the above results and with adding and subtracting some
terms, we obtain

[ o= [ o008,

K-1
= AtZ( L 0up (i, )l () + fR 0t )11, 1y )Xty () (4.10)
k=0
- fR -t iy, )OOtk V)i () + jl; Bt At 3 Y, ()| + 0 (1),
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where o(1) — 0 as At, Ax — 0.
We now verify that for any k and any ¢ € [#, t;,] there holds

f 0:0(t, g1, (DD (D) = f 0t X)g 1, 1y D)y () + 0(1) (4.11)

R R

where o(1) — 0 as At, Ax — 0 uniformly in %, 1, x. Indeed since 0,¢(t, x) = 0,¢(t, x) + o(1) with
o(1) — 0 as At — 0 uniformly in 7, x, we have

fR _0x9(t, )8, A (D)) (D (x) = fR _Oxplti 01, i (D)) dp (D) + o(1).

Moreover in view of assumption (A1) and Lemma 4.4, we see

lg(ti, i) — gt A Ol < La(tc — 1] + 115, — 3 (®)llsL)
< Lg(At + Ik, — 15 )
< ALz + L)

and so

f 0.0, 080t L) = f 0,0, V8, DL + (1)

R R

Finally, using assumption (A2) and Lemma 4.4, we have

| f 0t )8tk Hy ) (D(3) = fR Ot X)gts 5, N ()
< i () = kb N0 bt ) (tas ik Dl

Since ¢ € C*([0, T] x R*), we have that ||0,¢(t, -)||w1~ < C, and so we obtain

| fR - 0x(t1, X)g 11, 3 N (D) = fR Ot X)g 1 5, N ()

k+1 k
< C”/"A; _ﬂAx”BL

< CLA:t.

From the above calculations, we deduce (4.11).
Integrating (4.11) for t € [#, t;+1] and summing over k yields

T K-1
fo f 0:(t, X)g(1, iy (D) (X)dpy' (1)(x)dr = AtZ . 02t )8 (16t IVt (%) + 0(1).
+ =0 +

R

The other terms in the right-hand side of (4.10) can be handled in an analogous way. We then deduce
from (4.10) that

[ srmaisam - [ o000
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T
_ fo ( f 81, ) + D:(t, g1, 1 YDA (D)

R+
- fR dt, g 0)X$(E, ) (D) + fR o, Ax)ﬁ(t,u§;<t>><x>du§;<r><x))dr+o(1>.

Passing the limit as Af, Ax — 0 along a converging subsequence, we then obtain that Eq (3.1)
holds for any ¢ € (C> N W'*)([0, T] x R*) with compact support. A standard density argument shows
that Eq (3.1) holds for any ¢ € (C' n W°)([0, T] x R*).

Borrowing uniqueness of the solution of Eq (3.1) from [15], we have in fact that the whole sequence
T + converges to the solution of (1.1).

O

4.2. Second order high-resolution scheme

In this section, we aim to provide a high-order method. We will provide this approximation over a
finite domain as special care is needed around boundary points. We approximate the initial condition
as follows:

J
0 0
u0) = uy, = Z mj5Xj
=1
where, the coefficients m? are generated as in Section 4.1.

We generate the coeflicients with a second-order high-resolution scheme similar to those studied
in [9,21]

J 77
J 4.12)
sk = Ax Y Bl

J=1

At .
it =l = = = ) = i, =120

where the flux term is given by

1 1
k. k k
iy + (e = g+ gy M A =230 =2
i b

and the sum on the boundary is given by

J
Z ﬁ ,31’"1 JmJ Z
Jj=1

Here we denote by mm(a, b) the minmod function given by

sgn(a) + sgn(b)

mm(a, b) = >

min(|al, |b)

and we denote by A+m’j‘. and A_m’]‘. the forwards and backwards difference in the variable x (index ),
respectively. We impose the following CFL condition on the scheme: for ¢ defined in (A2),

(At + %) <1, (4.14)
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In a similar fashion to the work cited before, it is useful to define the following coefficients:

k _
g,‘ .] - 1’ J
k & k mm(A+mlj‘.,A,mlj‘f) .
(gj+1 T8 T A j=2
k k J _ J
(gj+1 T8 T8 T S R
( k mm(A.mﬁ,A.m”%_1 ) )

1
2

Y 1 kmm(A+mk.,A_m_’;) k mm(Am’;,Am.l)) i
2

J

k
28 =8 au

=

and

A g j=1J

%A+glj‘. j=2
s(Agh+Ag) j=3,...,0-2
5A gk j=J-1

k _
B, =

Notice, IA’J‘.l < 287 and A’J‘. - B’]‘. >0 as

2g’j‘._1 j=1J

gk ( 24 mm(A+mf;,A_m{;)
i k

2(A% — BY) = ! Ao -

j i) = X 1 mm(A+mj,A,mj) k 1 mm(A_mj,A_mjil) .

i\t T )YEa T T )
n n 1 mm(A_m,A_m_})

8 t8i {1~ At

Scheme (4.12) can then be rewritten as

J

J . (4.15)
gbmp = sz *,BI;mIJ‘ .

J=1

At At
mith = (1 - EA’; — Ard§)m'; + A—x(A(; - BYm

From this formulation and the CFL condition (4.14), the following Lemmas are immediate. The
proofs follow the arguments presented in the related Lemmas presented in Section 4.1.

Lemma 4.7. Foreveryk =0,1,...,K, uix e M*(R"Y).
Lemma 4.8. Foreveryk =0,1,...,K, let C;, = [0, j, + k]. Then

fs (R*\ C) = 0.

Following the ideas from the Section 4.1, we next prove that our approximations are uniformly
bounded and Lipschitz in time.

Lemma 4.9. Assume ||u(0)||7y < R. Then there is a constant C** independent of Ax and At such that
foreveryk=0,1,...,K,

k
lltep Jlry < C™.
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Proof. Here it is more useful to use formulation (4.12) of the high-resolution scheme. We have

k+1 k+1

s llrv =

M“
E

~.
Il
—

((1 = Aedym’ + —( fim_ = fim). (4.16)

NGB

1l
—_

J

As in Lemma 4.3, the “telescoping" term in (4.16), the second equation in scheme (4.12), and the CFL
condition (4.14) imply

J
At At
Z ((1 — Ardy)m'; + E( fim_ - jj’-‘m’})) < |y llrv + A—xgém’é

=1

||qu||Tv+ArZ "By

j=1

3
<+ EKN)HMZXHTV-

Therefore,
k iT
lldnllry < Re2™ .

Lemma 4.10. There exists an L* > 0 independent of Ax and At such that for | > p,
llu, = 128 Nlp < L7 = p)At.

Proof. Let¢ € WH(RY) be with ||¢||y1~ < 1. It follows from the same arguments presented in Lemma
4.4 that

(U, = 1R ) = Z(m - m?)g(x;)

-

—_

- ;
g

~ ~
IL
>
l

g
M~

(" = m)e(x))

P

(_( fiy = 8 - d§m§¢(xj)Ar)

T
- <
~.
i
K

.M\

Il
—

<

A
(—i(qb(xﬂl) =S}, - d"mkqb(xj)Ar) Z "pCr)BmiA |

j=1

k=

S ]

J

Notice from definition (4.13),
k sk
7] <200
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Thus, we have

-1 J

A J
Z] (A—;(¢<xj+1> — o)}, - d’;m’;as(xj)m) ) p)BimlAL
J=

<4.5:C*(1 - p)At.

M

J=1

O
As with the upwind scheme, after interpolation, Theorem 2.1 and Ascoli-Arzela’s Theorem
guarantee the existence of a convergent subsequence of the scheme. Which leads us to the following
Theorem 4.3. As Ax,At — 0 the sequence ,uii converges in C([0, T], M* ([0, X])) to the unique
solution of (1.1), i.e., Sup,c 1 ||,u§;(t) —u®|lpr — O.

Proof. We follow the same argument presented in the upwind scheme. Multiplying (4.12) by ¢’;At =
P(tr, x))At where ¢ € (C2 N W')(R") , we arrive at the following

K-1 J K-1 oo
ZZ((mk“ m)g + —(f , f;‘l)¢’;) = At Y dimhgh. (4.17)
k=0 j=1 ’ k=0 j=1

Notice, the only terms different in (4.17) from (4.6) in Section 4.1 are the ones involving the flux.
Therefore, we only need to address these terms and follow the argument presented in Theorem 4.2.
Using “summation by parts" we have

K-1

rONIIEVRTE M)

kO]l k=0 L j=0

ZJ:( il ] Z,B } (4.18)

Notice that since g and the m’]‘ are  bounded, the terms from (4.13),
%(g’]‘,r1 - g’}‘.)m’; + 2gjmm(AJ,m A mk) — 0 as Ax — 0. Thus, (4.18) reduces to Eq (4.9) in the
upwind scheme with the addition of an O(Af) term which arises from the boundary. The proof follows

as in Theorem 4.2. m]

At the moment, we have only provided a scheme that is second order in space only (except at the
boundary points). To make the scheme second order in time, we use the following second order in
time total variation diminishing Runge-Kutta time discretization studied in [33] which preserves all
convergence results.

Let .
@™ _ _ _t ko ok gk k
m] mj AX(‘f]"'% ‘fj—%) djm]At

With
1 1 E
gO( )mo( ) = Ax ﬁ

and compute
1
k+1 (1) (1) (1) k (1)
ijr = E(mj +m (f/+§ —f d Ar)
with

J
k+1 k+1 s nk+1_ k+1
8o sz By mi

J=1
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5. Numerical examples

In this section, we test our schemes against a variety of problems. We compare the performance
of the explicit first order method developed in this paper, the high-resolution second order method
presented here, and the implicit first order scheme studied in [21]. We do this considering three specific
problems with known solution varying the regularity of the inital condition. More specifically, we first
consider a problems whose solution is a smooth function, then a problem whose solution is an irregular
L! function, and eventually a problem whose solution is highly singular being the sum of two Dirac
masses. For the examples whose solutions are absolutely continuous, we present the error and the
order of the three methods (first order implicit, first order explicit and second order) and also record
the execution times.

However, since computing the flat metric exactly is not a simple task, we use the same metric
presented in [34] to approximate the BL distance. The metric is given by

KoY
b
lllzy ™ VIl

where W, is the 1-Wasserstein distance calculated with the algorithm presented in [34]. We
approximate the order of accuracy, g, with the standard calculation:

P (T), u(T)) )
P(GIANT), 1(T))

P, v) = min{||ullry, [VllzvIWi( )+ Hikllzy = Vv (G.D

q= 10g2(

where u represents the exact solution of the examples considered. As proved in [34], when the support
of u and v are contained in a compact set, there exists a constant C such that

Co(u,v) < |lu = Vllgr < p(u, v).

Thus, the order of accuracy is maintained between the two metrics.
For the second order scheme, local truncation error analysis of the flux, f;‘+ |, suggests it is more
2

accurate to adjust the mesh size for the interval (x;, x,] from Ax to %Ax and the mesh size for the
interval (x;_,, x;_1] from Ax to %Ax without changing the values of x; (see, e.g., [8]). We implement
these changes in our numerical computations below for the second order method. These changes do
not affect the convergence results shown in Section 4.2.

5.1. Smooth density

Here we consider a problem where the initial measure is generated by a smooth density function.
The purpose of this example is to show that the scheme can achieve second order accuracy under
sufficiently nice conditions. We set

gx) =2-2exp(x—1), d(x) =1, B(x) = 2, and u(0) = exp(—x)dx (5.2)

where x € [0, 1]. One can check that the solution to this problem is given by u(#) = exp(f — x)dx. In
Table 1, we present the error of our method from approximating the solution at time 7 = 1. We show
in Figure 1 the running time of our algorithms.
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Table 1. BL-errors, order of accuracy, and computation times of the methods for the example
given in (5.2). Here Nx and Nt represent the number of points used in x and #, respectively.

Nx Nt Upwind (Explicit) Upwind (Implicit)
BL-Error | Order | Time (secs) | BL-Error | Order | Time (secs)
50 100 | 2.4918e-02 0.0012787 | 1.2735e-02 0.1136
100 | 200 | 6.2740e-03 | 0.9624 | 0.0048793 | 6.4026e-03 | 0.9921 0.38302
200 | 400 | 3.1779e-03 | 0.9813 | 0.014612 | 3.2102e-03 | 0.9960 1.8511
400 | 800 | 1.5992e-03 | 0.9907 | 0.047931 | 1.6073e-03 | 0.9980 8.6158
800 | 1600 | 8.0219e-04 | 0.9954 0.19472 8.0421e-04 | 0.9990 45.239
1600 | 3200 | 4.0174e-04 | 0.9977 0.68946 4.0225¢-04 | 0.9995 270.36
3200 | 6400 | 2.0103e-04 | 0.9988 2.7294 2.0116e-04 | 0.9997 1713.3
Higher Resolution
Nx Nt BL-Error | Order | Time (secs)
50 100 | 1.2366e-03 0.027463
100 | 200 | 3.1716e-04 | 1.9631 0.11203
200 | 400 | 8.0302e-05 | 1.9817 0.44452
400 | 800 | 2.0202e-05 | 1.9909 2.1523
800 | 1600 | 5.0664e-06 | 1.9955 11.342
1600 | 3200 | 1.2685e-06 | 1.9978 68.524
3200 | 6400 | 3.1737e-07 | 1.9989 800.51
107!
1072
107
% 107
107
10°F
10.7 3 ‘ 2 ‘ 1 ‘ 0 ‘ 1 IZ ‘ 3 4
10 10™ 107 10 10 10 10 10
Time (secs)
Figure 1. The data from Table 1 for the explicit upwind (red ‘— o —’), implicit upwind

(purple ‘+’), and high-resolution (blue ‘—0O-") schemes in a log-log plot.

As we observe in Table 1, the explicit upwind scheme is considerably faster than the implicit upwind
scheme developed in [21] when the mesh size satisfies the CFL condition 4.4. For example, to achieve
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an error of 4.1 x 107, the explicit upwind scheme takes about 0.7 seconds while the implicit upwind
scheme takes about 270 seconds. Meanwhile, the higher-resolution scheme out preforms both methods,
achieving an error of about 3.2 x 107 in around 0.11 seconds.

Following [6], we test the influence of nonlocal terms in the model function with the example

exp(—x) sin(x)
2 + cos(x)
0.5 + (1 + 0.5 sin(1)) exp(—1)
0.5 + [lullrv

g(x) = exp(—x), d(x) = 1 + exp(—x) +
(5.3)

Bt 1(x) =

2 + cos(x) .

where u(0) = (1 + 0.5cos(x))dx and x € [0, 1]. The exact solution is given by u(t) = exp(—)(1 +
0.5 cos(x))dx. We present the BL-error and computation time of both methods in Table 2. Once again
we observe that the Upwind scheme has order 1 and that the high-resolution scheme has order 2. As
before, in Figure 2 we plot the error of the methods against computation time.

Table 2. BL-errors, order of accuracy, and computation times of the methods for the example
given in (5.3).

Mathematical Biosciences and Engineering

Volume 17, Issue 1, 747-775.

Nx Nt Upwind (Explicit) Upwind (Implicit)
BL-Error | Order | Time (secs) | BL-Error | Order | Time (secs)

16 32 | 3.1725e-03 0.0006421 | 1.5645e-02 0.01012

32 64 | 1.5546e-03 | 1.0291 | 0.0008494 | 7.8688e-03 | 0.9915 | 0.046235

64 128 | 7.6945e-04 | 1.0146 | 0.001992 | 3.9463¢-03 | 0.9956 0.16474

128 | 256 | 3.8278e-04 | 1.0073 | 0.006419 | 1.9762¢-03 | 0.9978 0.74954

256 | 512 | 1.9091e-04 | 1.0036 0.01747 9.8885e-04 | 0.9989 29112

512 | 1024 | 9.5334e-05 | 1.0018 0.06324 4.9462e-04 | 0.9994 15.561

1024 | 2048 | 4.7637e-05 | 1.0009 0.2304 2.4736e-04 | 0.9997 89.455

2048 | 4096 | 2.3811e-05 | 1.0005 0.8198 1.2369e-04 | 0.9998 528.52

4096 | 8192 | 1.1904e-05 | 1.0002 3.4186 6.1848e-05 | 0.9999 3408.8

Higher Resolution

Nx Nt BL-Error | Order | Time (secs)

16 32 | 1.1629¢-03 0.004829

32 64 | 2.8012e-04 | 2.0536 0.01511

64 128 | 6.8659¢-05 | 2.0285 0.05618

128 | 256 | 1.7004¢-05 | 2.0136 0.2593

256 | 512 | 4.2314¢-06 | 2.0066 1.1210

512 | 1024 | 1.0555e-06 | 2.0033 5.5440

1024 | 2048 | 2.6357e-07 | 2.0016 32.364

2048 | 4096 | 6.5855e-08 | 2.0008 225.43

4096 | 8192 | 1.6459¢-08 | 2.0004 2107.7
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BL Error

1 1 L L 1 1 1
10 10° 10? 107 10° 10 10? 10° 10°
Time (secs)

Figure 2. The data from Table 2 for the explicit upwind (red ‘- o —’), implicit upwind
(purple ‘x’), and high-resolution (blue ‘—0O-") schemes in a log-log plot.

5.2. L' densities

In this section, we demonstrate the accuracy of both methods for discontinuous densities. It has
been shown that the upwind scheme is of order % in the L' norm [35]. In the setting of probability
measures, the upwind scheme was shown to be of order 1 in the Wasserstein metric [36]. Below, we
present evidence that this holds true for the BL-norm in the setting of Radon measures. We use the
model functions

g = 1, d(x) = 0, B(x) = 0, and (0) = ypos,1(X)dx (5.4)

whose solution is u(t) = xjo0.5+,1+1(X)dx, and test the accuracy of the methods in Table 3. Since d = 0
and 8 = 0 we are dealing with a conservative equation in the sense that the total mass is preserved
in time. So in that case the distance p defined in (5.1) is equivalent to W;. In view of the results
in [36], we thus expect the upwind schemes to have order 1, which is consistent with the results
displayed in Table 3. This is in contrast to the % order achieved by the upwind scheme in the space
of integrable functions [35]. As expected the high resolution scheme still out performs both upwind
schemes. However, the numerical results suggests that the high resolution scheme does not achieve a
second order in this case. Instead, these results suggest that the order of convergence is around %.

5.3. Singular measures

A common phenomena with second order methods when discontinuities and singularities are
expected is dispersion [20]. Since our method is based on flux limiter techniques, it behaves well
when the density functions are discontinuous or singular. To demonstrate this, we present the
following simple example:

g(x) =1, d(x) = 0, B(x) = 0, and p(0) = .05 + bx=15 (5.5
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Table 3. Error and order of convergence of the methods for the L!-density example (5.4).

Nx Nt Upwind (Explicit) Upwind (Implicit)
BL-Error | Order | Time (secs) | BL-Error | Order | Time (secs)
20 100 | 0.103441 0.0004651 0.11077 0.026303
40 200 | 0.053220 | 0.95879 | 0.0011943 | 0.060202 | 0.87968 0.10415
80 | 400 | 0.027748 | 0.93957 | 0.0041066 | 0.032112 | 0.90668 0.50009
160 | 800 | 0.014273 | 0.95912 | 0.014980 0.016677 | 0.94526 1.7355
320 | 1600 | 0.007185 | 0.99030 | 0.068571 | 0.0084295 | 0.98435 7.4409
640 | 3200 | 0.003594 | 0.99942 0.25547 0.0042187 | 0.99864 34.881
1280 | 6400 | 0.001797 | 0.99996 1.0349 0.0021094 | 0.99998 173.89
Higher Resolution

Nx Nt BL-Error | Order | Time (secs)

20 100 | 0.0481240 0.067755

40 200 | 0.0188472 | 1.3524 0.22909

80 | 400 | 0.0076368 | 1.3033 0.94493

160 | 800 | 0.0031026 | 1.2995 3.9822

320 | 1600 | 0.0012555 | 1.3052 17.601

640 | 3200 | 0.0005062 | 1.3104 85.166
1280 | 6400 | 0.0002035 | 1.3147 446.67

which has exact solution u(f) = 0,-105 + Ox=r+1.5. We present the approximate solutions below by
measuring intervals of length 0.04 (the aggregation intervals). Since in the previous examples the
implicit upwind method had similar errors as the explicit upwind (albeit being much slower
computationally), we omit showing the implicit upwind scheme results for this example for clarity of
the figures. In Figure 3, we show how the two schemes behave in the presence of singular measures.

The error and order of the method for this problem is presented below. From the data in Table 4,
we observe a drop in order in both methods. This seems to correlate with the drop of order discussed
in [35] where it was proven that the optimal L!-order for the explicit upwind scheme is % for non-
smooth initial conditions in L!. Analogously, the numerical results in Table 4 also suggest order % for
the upwind scheme when the initial condition is not an absolutely continuous measure. Finally, from
these results we observe that the higher-resolution scheme still outpreforms the upwind scheme with
an order of approximately %

6. Application

In this section, we present examples of an interesting phenomenon that can be handled by our
numerical scheme. In particular, it is well known that availability of resources in the environment may
impact the maximum size of the individual due to competition [37,38]. We utilize the model (1.1) and
our high-resolution second order numerical scheme (4.12) to understand the dynamics of the population
and the maximum size of the individual under such a scenario.
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Nx = 6400, Nt = 3200
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Figure 3. The approximated solution at 7 = 1 generated by the upwind (blue ‘o’) and
higher-resolution (red ‘x’) methods aggregated over intervals of length 0.04.

Table 4. The BL-error and order of accuracy for the upwind and high-resolution schemes at

T =1 for the singular measure example (5.5).

Nx Nt Upwind (Explicit) Higher Resolution
BL-Error | Order | Time (secs) | BL-Error | Order | Time (secs)
200 | 100 | 0.159180 0.0025393 | 0.119510 0.090418
400 | 200 | 0.112701 | 0.49820 | 0.010537 | 0.076680 | 0.64017 0.24567
800 | 400 | 0.079739 | 0.49910 | 0.042247 | 0.048987 | 0.64645 0.91407
1600 | 800 | 0.056401 | 0.49955 0.17298 0.031195 | 0.65110 3.8300
3200 | 1600 | 0.039888 | 0.49977 0.70837 0.019815 | 0.65467 15.058
6400 | 3200 | 0.028207 | 0.49989 2.9776 0.012564 | 0.65738 64.473

6.1. Population grouping

For this example, the birth and death functions depend solely on the total size of the population. The
purpose of this is to simulate an environment which dictates a maximum size for individuals due to
limiting resources. To this effect, we choose an environment that grows harsher as the population size
increases. In this particular example, we observe the population building up at a critical size over long
time. This critical size plays the role of a new maximum size different from the initial data. Letting
P(1) = [lu@®llrv, we take

L P<3
1 — xf(P), P)<1
g(P)(x)={ #(F) xf(), ., f(P)=s(P-3)+1, 3<P<T7,
0, otherwise
5, P>17
2, P<5
d(P) L P<5s d B(P) lP-5)+2, 5<P<9
= : an ={-LP-5+2, 5<P<9,
2(P-5)+1, P>5 2
0, P>9
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with u(0) = e*dx for x € [0,1]. In Figure 4, we mesh the measure over the time interval [0,10]
aggregated at each step over intervals of length 0.01. Notice that S(P) = d(P) precisely when P = 5.4.
These choices of model parameters allows for a logistic-type dynamics for the population and hence
population growth is inhibited for large populations due to limiting resources. In fact, since the birth
and death rates depend only on the total population, we can observe the change of the total population
according to the following differential equation:

d
2P = BPW) - dPO)P(). (6.1)

Therefore, through a standard phase plane argument, one can show that any solution with P(0) =
|[e(0)]l7y > O converges to the equilibrium P* = 5.4.

Nx=300, Nt=4000
07 //
0.6
0.5
0.4

0.3

Measure of aggreation interval

Time 0 08 0.6
Size

Figure 4. The approximate solution generated by the second-order high-resolution scheme
over time interval [0,10] with aggregation interval lengths 0.01. Observe the direction of the
size (x) axis is reversed to show the formation of the new maximum size.

This phenomenon is demonstrated by the mesh in Figure 4. Over time, the population builds up
at a particular size. This critical size can be calculated using the model functions and the equilibrium
P"=54tobe x* = ]5—7 This build up causes the formation of a shock and thus the classical smooth
framework is insufficient. However, this case is easily handled in the setting of L! densities and Radon
measures.

From results proven in [22], taking the mortality function, d, strictly positive guarantees the
stationary state, {.,, 1S absolutely continuous with respect to the Lebesgue measure regardless of the
regularity of u(0). As t — +oco we expect this stationary state to have the equilibrium mass of
Eq (6.1), that is fol du. = P* =27/5. Then g(P*)(x) = 0 for x > x* where x* is such that x* f(P*) = 1
ie., x* =5/17 = 0.29. Thus the mass in [x*, 1] as t — +oo is flowing at a diminishing rate and at the
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same time is disappearing due to death. This implies u.((x*,1]) = 0 . We can then calculate the
stationary state by looking for a solution in the form p., = u.(x)dx for x € [0, x*] and O otherwise.

Using Eq (6.1), we have u., satisfies
9.:(g(P")(0)peo) + d(P" oo = 0.
Since g(P*)(0) = 1 the boundary condition reveals the initial condition
1
Ux(0) = g(P")(0)u(0) = f B(P") due = B(P)P".
0

Taking a smooth ¢ with compact support in (0, x*) we have

)
I

d(P") j(: Puco dx — f 8P (e ()¢’ (x) dx

0

fo $O((d(P) = F(P" () + (P )l (x)) dx

where we integrated by parts and used that g(P*)’(x) = —f(P*). Since this holds for any ¢ we see that
U, solves the differential equation

(d(P") = f(P")ues(x) + g(P) (Xt (x) = 0

whose solution is

d(P*)—f(P*)

Uoo(x) = C(1 = f(P")x) 7™ (6.2)

with C = u.(0) = B(P*)P*. For convenience, here P* = 54, x* = 5/17, d(P*) = B(P*) = 9/5,
f(P*) = 17/5, B(P*)P* = 9.72, % = —8/17. For comparison, in Figure 5 we have plotted the
formula above against the density from the high-resolution scheme approximation.

6.2. Singular initial condition

In this section, we demonstrate the phenomenon recently proven in [22] and discussed in the
previous example. We take the same model functions as before, but with singular initial condition
given by u(0) = g1 + do5 + 9075, and we present the solution of the second-order finite-difference
scheme in Figure 6. We observe the stationary solution is identical to the previous case; likewise, the
formula of u.(x) is independent of the initial condition. This demonstrates that the non-local nature of
the model (1.1) has a "smoothing" effect on the regularity of the solution. Furthermore, this example
shows that cohorts beyond the (long-term) maximum size, determined by the environment to be 5/17,
eventually vanish and all remaining individuals are those with sizes below the maximum size.
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Figure 5. The density of the approximate solution generated by the second-order high-
resolution scheme at time T=10 (blue solid line) plotted against the density of the stationary
solution (red dashed line) given by formula (6.2).
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Figure 6. The approximate solution generated by the second-order high-resolution scheme

over time interval [0,10] aggregated at each step over intervals of length 0.01. Observe the
direction of the size (x) axis is reversed to show the formation of the new maximum size.
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7. Conclusion

In summary, the setting of Radon measures has many benefits to the study of structured population
models. One major benefit is the mathematical study of the evolution of cohorts in the form of Dirac
measures. Cohorts are a common tool used in biology to model populations of concentrated size.
This type of distribution is not readily handled in the setting of smooth or L' functions, but is naturally
integrated in the setting of Radon measures. When some additional structure such as selection-mutation
or hierarchical competition it has been observed that measure solutions form even when the initial
condition is smooth. In the case of selection-mutation, measure solutions have been shown to form in
infinite time [4,39]. In the case of hierarchical competition, it has been shown that measure solutions
will form in finite time [21,40]. These examples show a need for the study of population models in
measure spaces.

In this paper, we have provided two schemes which approximate the solution to model (1.1) in
the BL-norm. We have provided several numerical examples of these methods demonstrating their
accuracy with different regularity on the initial conditions. The high-resolution scheme is shown to be
of higher order than the upwind scheme throughout these regularity conditions. High-order and fast
methods are critical for parameter estimation problems which involve minimizing a cost functional that
requires solving the model (1.1) many times until a minimizer is realized. We remark that our proof of
convergence also provides an alternative proof of the existence of solutions to the model (1.1) to those
presented in [6, 15].

We have also provided an example of an interesting biological phenomenon where the
environment determines a maximum size for the population due to competition for limited resources.
These examples are also interesting from a mathematical perspective as they show a change in
regularity in both a "roughening" and "smoothing" manner to the initial distribution. These examples
demonstrate the asymptotic behavior and regularity of the stationary solution studied in [22].

Future work includes rigorously proving the order of accuracy of these methods as well as extending
these methods for other biologically relevant models discussed in [4]. Specifically, this scheme can be
extended and used to study sensitivity analysis as in [41-43].
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