The sliced inverse regression algorithm as a maximum likelihood procedure
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ABSTRACT

It is shown that the sliced inverse regression procedure proposed by Li corresponds to the maximum likelihood estimate where the observations in each slice are samples of multivariate normal distributions with means in an affine manifold.
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1. Introduction

Regression models are used to describe a relationship between a response variable \( y \) and a group of covariates \( x = (x_1, \ldots, x_p) \in \mathbb{R}^p \). When there is not an adequate parametric model that gives a satisfactory fit to the data, non-parametric techniques appear as more flexible tools. However, when \( p \) increases the number of observations required to use local smoothing techniques increases exponentially, and consequently these methods become unfeasible. This limitation of the non-parametric techniques is known in the statistical literature as the dimensional curse.

One way to overcome this difficulty is to use models where \( y \) depends in a non-parametric way only on a few projections of the vector \( x \) along some directions, i.e., the response \( y \) depends on \( x \) only through \( \beta_1 x, \ldots, \beta_K x \), where \( K \) is much smaller than \( p \) and \( \beta_i, 1 \leq i \leq K \) are vectors on \( \mathbb{R}^p \) that can without loss of generality be assumed to have norm one.

Li (1991) considers the following model:

\[
y = g(\beta_1 x, \ldots, \beta_K x, \epsilon),
\]

where \( g \) is a smooth function and the error \( \epsilon \) is independent of \( x \). Note that once the directions \( \beta_1, \ldots, \beta_K \) are known the local smoothing procedure to determine \( g \) involves only \( K \) variables, and therefore if \( K \) is small the dimensionality curse is overcome.

A more general approach to the problem of dimension reduction can be found in Cook and Li (2002). Let \( \beta_1, \ldots, \beta_K \) vectors in \( \mathbb{R}^p \), then the subspace \( \mathcal{V} \) generated by these vectors is called a mean dimension-reduction subspace if

\[
E(y|x) = g(\beta_1 x, \ldots, \beta_K x).
\]
Note that the validity of (2) does not depend on the base of $\mathcal{Y}$ which is used. Let

$$\mathcal{Y}_0 = \cap \mathcal{Y}_m,$$

where the intersection is overall mean dimension-reduction subspaces $\mathcal{Y}_m$. If $\mathcal{Y}_0$ is itself a mean dimension-reduction subspace, it is called the central mean subspace (CMS). Cook and Li (2002) gave mild conditions for the existence of $\mathcal{Y}_0$. Additional existence results can be found in Cook (1994, 1996, 1998). Note that if the CMS exists, it should be unique. We will suppose in the remainder of this paper that $\mathcal{Y}_0$ exists.

The CMS can be estimated by using the sliced inverse regression (SIR) algorithm proposed by Li (1991). The procedure consists of dividing the observations in slices according to the value of $y$ belonging to intervals $I_1, \ldots, I_H$ and assuming that $E(x|y \in I_h) - E(x), 1 \leq h \leq H$ belong to the space

$$\mathcal{Y}_0 = \{y = \mathcal{Y}_\beta : \beta \in \mathcal{Y}_0\},$$

where $\mathcal{Y}$ is the covariance matrix of $x$. We will also assume that we know the dimension $K$ of $\mathcal{Y}_0$. Several authors have studied how to determine $K$. Among them, we can cite Li (1991), Schott (1994) and Ferré (1998).

Since the seminal paper by Li (1991), several procedures using the inverse regression approach have been proposed. We can cite among many others: sliced average variance estimation (Cook and Weisberg, 1991), principal Hessian directions (Li, 1992; Cook, 1998), inverse regression (Cook and Ni, 2005), graphical methods (Cook, 1994; Cook and Weisberg, 1993), simple contour regression (Li et al., 2005), Fourier estimation (Zhu and Zeng, 2006) and principal fitted components (PFC) (Cook, 2007).

In this paper we show that the SIR procedure is equivalent to estimate a $K$-dimensional subspace $\mathcal{Y}_0 \subset \mathbb{R}^p$ by maximum likelihood assuming that the distribution of $x$ given that $y \in I_h$ is $N_p(\mu_h, \Sigma)$, where $N_p(\mu, \Sigma)$ denotes the $p$-dimensional multivariate normal distribution with mean $\mu$ and covariance matrix $\Sigma$, and that the conditional means $\mu_1, \ldots, \mu_H$ belong to an affine manifold of dimension $K$. In Section 3, we discuss the connection between this result and those in Cook (2007).

In Section 2 we describe the SIR algorithm. In Section 3 we state the main results regarding the equivalence between the estimates of the subspace obtained with the SIR algorithm and the maximum likelihood estimates. The Appendix contains proofs.

2. Sliced inverse regression model

Let $(x_i, y_i)$ with $1 \leq i \leq N$ be a random sample of a distribution satisfying (2). Call $\mathcal{Y}$ the covariance matrix of $x$. Let $\bar{x}$ and $\hat{\Psi}$ be the sample mean and sample covariance estimates of the $x_i$’s, respectively. The SIR algorithm is as follows:

1. Standardize $x_i$ by computing $z_i = \hat{\Psi}^{-1/2}(x_i - \bar{x}).$
2. Divide the range of $y$ in $H$ slices $I_1, \ldots, I_H$, where $I_h = (\zeta_h, \zeta_{h+1}], -\infty = \zeta_1 < \zeta_2 < \cdots < \zeta_{H+1} = \infty$. Let $(z_{ij}, y_{ij}), 1 \leq j \leq n_h$, be the standardized observations of the sample whose $y$ value falls in $I_h$.
3. For each slice, compute $\bar{z}_h$, the sample mean of the observations $z_i$ whose $y$ value falls in $I_h$, and perform a (weighted) principal components analysis for $\bar{z}_h$ as follows. Compute the eigenvalues and eigenvectors of the weighted covariance matrix

$$\hat{\Phi} = \frac{1}{N} \sum_{h=1}^{H} n_h \bar{z}_h \bar{z}_h^T.$$

(4) Let $\tilde{\eta}_1, \ldots, \tilde{\eta}_K$ be the eigenvectors corresponding to the $K$ largest eigenvalues of $\hat{\Phi}$. The estimate of the CMS is the subspace spanned by

$$\hat{\mu}_k = \hat{\Psi}^{-1/2} \tilde{\eta}_k, \quad 1 \leq k \leq K.$$

3. The SIR estimate as a maximum likelihood procedure

We will show that the SIR procedure described in Section 2 is equivalent to estimate the CMS subspace by maximum likelihood assuming that the sliced samples $x_{ij}, 1 \leq j \leq n_h$, are independent random samples $N_p(\mu_h, \Sigma)$, where $\mu_h$ belongs to an affine manifold of dimension $K$. Observe that Theorem 3.1 of Li (1991) implies that under some assumptions on the distribution of $x$, the conditional means $\mu_h = E(x|y \in I_h)$ belongs to the affine manifold of dimension $K$, $\mathcal{Y}_0 + a$, where $a \in \mathbb{R}^p$ and can be taken equal to $E(x)$. To guarantee that the SIR algorithm estimates the CMS, we will assume the coverage condition that

$$\mu_1 - E(x), \ldots, \mu_H - E(x)$$

generate $\mathcal{Y}_0$.

We need the following definitions:

$$\bar{x} = \frac{1}{N} \sum_{h=1}^{H} \sum_{j=1}^{n_h} x_{ij},$$

$$\bar{x}_h = \frac{1}{n_h} \sum_{j=1}^{n_h} x_{ij},$$
\[
B = \frac{1}{N} \sum_{h=1}^{H} n_h (\overline{x}_h - \overline{x}) (\overline{x}_h - \overline{x})' 
\]
(4)

and
\[
W = \frac{1}{N} \sum_{h=1}^{H} \sum_{j=1}^{n_h} (x_{hj} - \overline{x}_h) (x_{hj} - \overline{x}_h)'. 
\]
(5)

Note that \( \overline{x} \) and \( \overline{x}_h \) are \( p \)-dimensional column vectors and \( B \) and \( W \) are \( p \times p \) matrices.

Let \( C \) be the orthogonal matrix \([c_1 \cdots c_p]\), where \( c_i \) is an eigenvector of \( B^{-1/2} WB^{-1/2} \) corresponding to the eigenvalue \( \theta_i \), and \( \theta_1 \geq \theta_2 \geq \cdots \geq \theta_p \). Denote by \( \Theta \) the diagonal matrix with \( \theta_1, \ldots, \theta_p \) in the diagonal, then
\[
B^{-1/2} WB^{-1/2} = C \Theta C'. 
\]

Let \( C_h \) be the matrix with the first \( h \) columns of \( C \).

**Theorem 1.** Assume that for \( 1 \leq h \leq H \), \( (x_{hj})_{1 \leq j \leq n_h} \) are i.i.d. column vectors in \( \mathbb{R}^p \) with distribution \( N_p(\mu_h, \Sigma) \), where \( \mu_h \) belongs to \( \mathcal{V}_h \) and \( \mathcal{V}_h \) is a \( K \)-dimensional subspace of \( \mathbb{R}^p \) and \( a \in \mathbb{R}^p \). We also assume that the \( H \) samples are independent. Then,

(a) The maximum likelihood estimate of \( \Sigma \) is
\[
\hat{\Sigma} = W + B^{1/2} C_p-K C_{p-K} B^{1/2}. 
\]

(b) Let \( \hat{\xi}_h, 1 \leq i \leq p \), be orthogonal eigenvectors of norm one of \( \Sigma^{-1/2} B \Sigma^{-1/2} \) corresponding to the eigenvalues \( \hat{\lambda}_1 \geq \hat{\lambda}_2 \geq \cdots \geq \hat{\lambda}_p \). The maximum likelihood estimate of \( \mu_h \) is
\[
\hat{\mu}_h = \Sigma^{1/2} I_{K} \Sigma^{1/2} (\overline{x}_h - \overline{x}) + \overline{x}, \quad 1 \leq h \leq H, 
\]
where \( I_K = [\hat{\xi}_1 \cdots \hat{\xi}_K] \). Then \( \hat{\mu}_h \) is the orthogonal projection, using the norm associated to \( \hat{\Sigma} \), of \( \overline{x}_h - \overline{x} \) on the \( K \)-dimensional affine manifold \( \mathcal{V}_h + \overline{x} \), where \( \mathcal{V}_h \) is the subspace spanned by \( \hat{\Sigma}^{1/2} \xi_1, \ldots, \hat{\Sigma}^{1/2} \xi_K \).

(c) \( \hat{\xi}_h \) is an eigenvector of \( BW^{-1} \) corresponding to the eigenvalue \( 1/\theta_{p+i+1} \).

(d) \( \hat{\Sigma} \) can also be written as
\[
\hat{\Sigma} = \frac{1}{N} \sum_{h=1}^{H} \sum_{j=1}^{n_h} (x_{hj} - \hat{\mu}_h) (x_{hj} - \hat{\mu}_h)' 
\]
and it satisfies
\[
\frac{1}{N} \sum_{h=1}^{H} \sum_{j=1}^{n_h} (x_{hj} - \hat{\mu}_h) \hat{\Sigma}^{-1} (x_{hj} - \hat{\mu}_h) = p. 
\]
(6)

**Remark 1.** We should mention that Cook (2007) proposed a general inverse regression model called principal fitted components (PFC) model. The PFC model assumes that the distribution of \( x \) given \( y \) is \( N_p(\mu(y), \Sigma) \), where \( \mu(y) = a + \Gamma \text{Aff}(y) \), where \( \Gamma \) and \( \text{Aff} \) are unknown matrices of dimension \( p \times K \) and \( K \times H \), respectively, \( a \in \mathbb{R}^p \) is an unknown vector and \( \text{Aff} : \mathbb{R} \to \mathbb{R}^H \) is a known function. Therefore \( \mu(y) \) belongs to the manifold \( \mathcal{V} + a \), where \( \mathcal{V} \) is the subspace of dimension \( K \) generated by the columns of \( \Gamma \). If the observations \( x_{hj}, 1 \leq j \leq n_h \), are those for which \( y \in \mathcal{I}_h \) as in the SIR algorithm, the model assumed in Theorem 1 is the PFC model corresponding to \( \text{Aff}(y) = (1_{\mathcal{I}_h}(y), \ldots, 1_{\mathcal{I}_h}(y))' \), where \( 1_{\mathcal{I}_h} \) denotes de indicator function of the set \( \mathcal{I}_h \). In Cook (2007) the maximum likelihood estimates of the manifold \( \mathcal{V} + a \) is obtained assuming that \( \Sigma \) is known. Instead, in Theorem 1 we derive the simultaneous maximum likelihood estimates of \( \mathcal{V} + a \) and \( \Sigma \).

The following theorem establishes the relation between the maximum likelihood estimate of \( \mathcal{V} + a \) given in Theorem 1 and the estimate of the CMS given by the SIR algorithm.

**Theorem 2.** The estimate of the CMS obtained with the SIR algorithm coincides with \( \hat{\Sigma}^{-1} \hat{\xi}_h \), where \( \hat{\xi}_h \) is the maximum likelihood estimate of \( \mathcal{V}_h \) given in Theorem 1. It also coincides with the subspace spanned by the \( K \) eigenvectors corresponding to the \( K \) largest eigenvalues of \( BW^{-1} \).
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Appendix

Proof of Theorem 1. Proof of (b): Let \( N = \sum_{h=1}^{H} n_h \). Then the logarithm of the likelihood is
\[
\ln L(\mu_1, \ldots, \mu_H, \Sigma) = c - \frac{N}{2} \ln |\Sigma| - \frac{1}{2} \sum_{h=1}^{H} \sum_{j=1}^{n_h} (x_{hj} - \mu_h)^\top \Sigma^{-1} (x_{hj} - \mu_h),
\]
where \( c = -(1/2)pN \ln 2\pi \). We start by estimating \( \mu_1, \ldots, \mu_H \) assuming \( \Sigma \) known. Put \( \mu_h = x_h + a \), where \( x_1, \ldots, x_H \) are in a \( K \)-dimensional subspace \( \mathcal{V}^* \subset R^p \) and \( a \in R^p \). Let us find first \( a \) minimizing
\[
\sum_{h=1}^{H} \sum_{j=1}^{n_h} (x_{hj} - a)\Sigma^{-1} (x_{hj} - a)
\]
for \( x_h \), \( 1 \leq h \leq H \) given. Put
\[
a = \frac{1}{N} \sum_{h=1}^{H} n_h x_h.
\]
Then, it is easy to verify that (8) equals
\[
\sum_{h=1}^{H} \sum_{j=1}^{n_h} (x_{hj} - \mu_h)^\top \Sigma^{-1} (x_{hj} - \mu_h) = \sum_{h=1}^{H} \sum_{j=1}^{n_h} (x_{hj} - \bar{x})\Sigma^{-1} (x_{hj} - \bar{x}) + N(a - (\bar{x} - \bar{a}))^\top \Sigma^{-1} (a - (\bar{x} - \bar{a})),
\]
and therefore \( a = \bar{x} - \bar{a} \). Since \( x \in \mathcal{V}^* \), and \( \mu_h = x_h - \bar{x} + \bar{a} \), redefining \( x_h \) as \( x_h - \bar{x} \) we have \( \mu_h = x_h + \bar{a} \), where the \( x_h \)'s are in \( \mathcal{V}^* \) too. Let \( x_h^{\mathcal{V}^*} \), \( 1 \leq h \leq H \), be the orthogonal projection of \( x_h - \bar{x} \) in \( \mathcal{V}^* \) when \( R^p \) is endowed with the metric induced by the norm \( \| x \|_2^2 = x^\top \Sigma^{-1} x \). Then, since the cross product terms are zero, we can write
\[
\sum_{h=1}^{H} \sum_{j=1}^{n_h} (x_{hj} - \mu_h)^\top \Sigma^{-1} (x_{hj} - \mu_h) = \sum_{h=1}^{H} \sum_{j=1}^{n_h} (x_{hj} - \bar{x})\Sigma^{-1} (x_{hj} - \bar{x}) + \sum_{h=1}^{H} n_h (x_h - \bar{x})^\top \Sigma^{-1} (x_h - \bar{x})^{\mathcal{V}^*} + \sum_{h=1}^{H} n_h (x_h - x_h^{\mathcal{V}^*})^\top \Sigma^{-1} (x_h - x_h^{\mathcal{V}^*}).
\]
Then, for fixed \( \Sigma \), the minimum of (7) is obtained by taking
\[
\mu_h = x_h + \bar{a}.
\]
and \( \mathcal{V}^* \) the \( K \)-dimensional subspace minimizing the second term of the right side of (9) given by
\[
\sum_{h=1}^{H} n_h (x_h - \bar{x})^\top \Sigma^{-1} (x_h - \bar{x})^{\mathcal{V}^*}.
\]
Consider the transformation \( v_h = n_h^{1/2} \Sigma^{-1/2} (x_h - \bar{x}) \), \( \mathcal{V}^{**} = \Sigma^{-1/2} \mathcal{V}^* \). Then \( v_h^{**} = n_h^{1/2} \Sigma^{-1/2} x_h^{**} \) is the orthogonal projection of \( v_h \) in \( \mathcal{V}^{**} \) with the metric induced by the identity matrix. Then finding \( \mathcal{V}^* \) minimizing (11) is equivalent to finding \( \mathcal{V}^{**} \) minimizing
\[
\sum_{h=1}^{H} \| v_h - v_h^{**} \|_2^2.
\]
Then \( \mathcal{V}^{**} \) is the solution to the principal components of the sample \( v_h, 1 \leq h \leq H \). Note that the sample covariance matrix of the \( v_h \)'s is \( (N/H) \Sigma^{-1/2} B \Sigma^{-1/2} \), where \( B \) is given in (4). Then, according to Theorem 5.5 of Seber (1986), (12) is minimized as follows. Let \( t_i, 1 \leq i \leq p \), be orthogonal eigenvectors of \( \Sigma^{-1/2} B \Sigma^{-1/2} \) with norm one corresponding to the eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_p \) and let \( T_k = [t_1 \cdots t_k] \). Then \( \mathcal{V}^{**} \) is the subspace spanned by \( t_i, 1 \leq i \leq K \), and
\[
\min_{\mathcal{V}^{**}} \sum_{h=1}^{H} \| v_h - v_h^{**} \|_2^2 = \min_{\mathcal{V}^{**}} \sum_{h=1}^{H} n_h (x_h - \bar{x})^\top \Sigma^{-1} (x_h - \bar{x})^{\mathcal{V}^*} = \sum_{i=K+1}^{p} \lambda_i.
\]
Besides
\[ T_h = T_K T_h, \]

Since \( Y^* = \Sigma^{1/2} Y^{**} \) and \( \mathbf{a}^{X^{**}_h} = \Sigma^{1/2}_h \mathbf{t}_i \), we obtain that \( Y^* \) is the subspace spanned by \( \Sigma^{1/2}_h \mathbf{t}_i \) for \( 1 \leq i \leq K \), and
\[ \mathbf{a}^{X^{**}_h} = \Sigma^{1/2}_h T_K T_h^{-1/2} (X_h - \mathbf{X}). \]

This proves (b).

Proof of (a): Now we will find the maximum likelihood estimate of \( \Sigma \). Given a \( p \times p \) matrix \( A \) we denote by \( \lambda_1(A) \geq \cdots \geq \lambda_p(A) \) the eigenvalues of \( A \) when they are all real. From (7), (9), (10) and (13) we have
\[
\max_{\mu_1 \in Y^* + \mathbf{a}, \ldots, \mu_H \in Y^* + \mathbf{a}} \ln L(\mu_1, \ldots, \mu_H, \Sigma) = c - \frac{N}{2} \ln |\Sigma| - \frac{1}{2} \sum_{h=1}^H \sum_{j=1}^{n_h} (x_{ij} - x_h^T)^T \Sigma^{-1} (x_{ij} - x_h^T) - \frac{N}{2} \sum_{i=K+1}^p \lambda_i(\Sigma^{-1} B) \\
= c - \frac{N}{2} \left[ \ln |\Sigma| + \text{trace}(\Sigma^{-1} W) + \sum_{i=K+1}^p \lambda_i(\Sigma^{-1} B) \right],
\]
where \( W \) is given in (5). Then \( \Sigma \) should minimize
\[
f(\Sigma) = \ln |\Sigma| + \text{trace}(\Sigma^{-1} W) + \sum_{i=K+1}^p \lambda_i(\Sigma^{-1} B).
\]

Put
\[
\Sigma^* = B^{-1/2} \Sigma B^{-1/2}
\]
and \( A = B^{-1/2} W B^{-1/2} \). Then it is straightforward to show that
\[
f(B^{1/2} \Sigma^* B^{1/2}) = \ln |B| + \ln |\Sigma^*| + \text{trace}(\Sigma^{-1} B^{-1/2} W B^{-1/2}) + \sum_{i=K+1}^p \lambda_i(\Sigma^{-1})
\]
\[
= \ln |B| + g(\Sigma^*),
\]
where
\[
g(\Sigma^*) = \ln |\Sigma^*| + \text{trace}(\Sigma^{-1} A) + \sum_{i=K+1}^p \lambda_i(\Sigma^{-1}).
\]

Then we have to find \( \Sigma^* \) minimizing \( g(\Sigma^*) \).

We can write
\[
\Sigma^* = D \Omega D'
\]
with \( \Omega = \text{diag}(\omega_1, \ldots, \omega_p) \), \( \omega_1 \geq \omega_2 \geq \cdots \geq \omega_p \geq 0 \) the eigenvalues of \( \Sigma^* \) and \( D = [d_1 \cdots d_p] \) the orthogonal matrix where \( d_i \) is an eigenvector corresponding to \( \omega_i \). Then
\[
\ln |\Sigma^*| = \ln \left( \prod_{i=1}^p \omega_i \right) = \sum_{i=1}^p \ln(\omega_i),
\]
\[
\text{trace}(\Sigma^{-1} A) = \text{trace}(D \Omega^{-1} D' A) = \text{trace}(\Omega^{-1} D' A D)
\]
\[
= \sum_{i=1}^p \frac{d_i' A d_i}{\omega_i}
\]
and
\[
\sum_{i=K+1}^p \lambda_i(\Sigma^{-1}) = \frac{1}{\omega_1} + \cdots + \frac{1}{\omega_{p-K}}.
\]
Then we have to find the values of $(D, \Omega)$ minimizing
\[
g^*(D, \Omega) = g(DQD^T) = \sum_{i=1}^{p} \ln(\omega_i) + \sum_{i=1}^{p} \frac{d_i^j A_i^j}{\omega_i} + \sum_{i=1}^{p-K} \frac{1}{\omega_i}
\]
subject to the constraints that $D$ is an orthogonal matrix and $\Omega$ is a diagonal matrix, with positive diagonal elements. Observe that the function $r(a) = \ln(a) + b/a$ is minimized by taking $a = b$. Then we have
\[
\omega_i = d_i^j A_i^j + 1, \quad 1 \leq i \leq p - K, \tag{16}
\]
\[
\omega_i = d_i^j A_i^j, \quad p - K + 1 \leq i \leq p \tag{17}
\]
and $D$ is an orthogonal matrix minimizing
\[
m(D) = \sum_{i=1}^{p-K} \ln(d_i^j A_i^j + 1) + \sum_{i=p-K+1}^{p} \ln(d_i^j A_i^j).
\]
Consider the spectral decomposition $A = C\Theta C^T$, where $C$ is orthogonal and $\Theta$ diagonal with diagonal elements $\theta_1 \geq \theta_2 \geq \cdots \geq \theta_p$. Put
\[
E = C'D,
\]
then $E = [e_1 \cdots e_p]$ is an orthogonal matrix minimizing
\[
m^*(E) = \sum_{i=1}^{p-K} \ln \left( \sum_{j=1}^{p} \theta_j e_j^2 + 1 \right) + \sum_{i=p-K+1}^{p} \ln \left( \sum_{j=1}^{p} \theta_j e_j^2 \right).
\]
Since $\ln(x+1)$ and $\ln(x)$ are concave we have
\[
m^*(E) \geq \sum_{i=1}^{p-K} \sum_{j=1}^{p} e_j^2 \ln(\theta_j + 1) + \sum_{i=p-K+1}^{p} \sum_{j=1}^{p} e_j^2 \ln(\theta_j)
\]
\[
= \sum_{j=1}^{p} f_j \ln(\theta_j + 1) + \sum_{j=1}^{p} (1 - f_j) \ln(\theta_j), \tag{19}
\]
where $f_j = \sum_{i=1}^{p-K} e_i^2$. Clearly
\[
0 \leq f_j \leq 1, \quad \sum_{j=1}^{p} f_j = p - K. \tag{20}
\]
We are going to show that the minimum of
\[
b(f_1, \ldots, f_p) = \sum_{j=1}^{p} f_j \ln(\theta_j + 1) + \sum_{j=1}^{p} (1 - f_j) \ln(\theta_j)
\]
subject to (20) occurs when $f_j = 1$, for $1 \leq j \leq p - K$ and $f_j = 0$ for $p - K + 1 \leq j \leq p$. To prove this, it is enough to show that if $f_{i_0} < 1$ for some $1 \leq i_0 \leq p - K$ we can still decrease $b(f_1, \ldots, f_p).$ In fact in that case there exists $j_0 > p - K$ such that $f_{j_0} > 0.$ Take $\varepsilon > 0$ such that $f_{i_0} + \varepsilon < 1$ and $f_{j_0} - \varepsilon > 0$ and put $f'_{i_0} = f_{i_0} + \varepsilon, f'_{j_0} = f_{j_0} - \varepsilon$ and $f'_i = f_i$ for $i \neq i_0, j_0.$ Then
\[
b(f_1, \ldots, f_p) - b(f'_1, \ldots, f'_p) = - \varepsilon \ln(\theta_{i_0} + 1) + \varepsilon \ln(\theta_{j_0} + 1) - \varepsilon \ln(\theta_{j_0})
\]
\[
= \varepsilon \ln \left( \frac{\theta_{j_0} + 1}{\theta_{j_0}} \right)
\]
\[
= \varepsilon \ln \left( \frac{1 + \frac{1}{\theta_{j_0}}}{1 + \theta_{j_0}} \right) \geq 0.
\]
Then by (19) we get
\[
m^*(E) \geq \sum_{j=1}^{p-K} \ln(\theta_j + 1) + \sum_{j=p-K+1}^{p} \ln(\theta_j).
\]

On the other hand
\[
m^*(I_p) = \sum_{j=1}^{p-K} \ln(\theta_j + 1) + \sum_{j=p-K+1}^{p} \ln(\theta_j).
\]

Then the identity matrix \( E = I_p \) is an orthogonal matrix which minimizes (19) and therefore by (18) the orthogonal matrix \( D = C \) minimizes \( m(D) \). Then by (15)–(17) we get
\[
\hat{\Sigma}^* = C\Theta C' + C_{p-K}C_{p-K}
= B^{-1/2}WB^{-1/2} + C_{p-K}C_{p-K},
\]

where \( C_h \) denotes the matrix with the first \( h \) columns of \( C \). Using (14) we get
\[
\Sigma = W + B^{1/2}C_{p-K}C_{p-K}B^{1/2},
\]

and this proves (a).

Proof of (c): Take
\[
z_i = \hat{\Sigma}^{-1/2}B^{1/2}c_i,
\]

where \( c_i \) is the eigenvector of \( A = B^{-1/2}WB^{-1/2} \) corresponding to the eigenvalue \( \theta_i \). We start proving that \( z_i \) is an eigenvector of \( \Sigma^{-1/2}B\Sigma^{-1/2} \) corresponding to the eigenvalue \( 1/\gamma_i \) where \( \gamma_i \) is given by
\[
\gamma_i = \begin{cases} 
\theta_i + 1 & \text{if } 1 \leq i \leq p - K, \\
\theta_i & \text{if } p - K + 1 \leq i \leq p.
\end{cases}
\]

We have to prove that
\[
\Sigma^{-1/2}B\Sigma^{-1/2}z_i = \frac{z_i}{\gamma_i}
\]
or equivalently
\[
\gamma_iB^{1/2}\Sigma^{-1/2}B^{1/2}c_i = c_i.
\]

This is the same as
\[
B^{-1/2}\Sigma B^{-1/2}c_i = \gamma_i c_i
\]
and by part (a) we only need to prove
\[
B^{-1/2}(W + B^{1/2}C_{p-K}C_{p-K}B^{1/2})B^{-1/2}c_i = \gamma_i c_i
\]

which is the same as
\[
(A + C_{p-K}C_{p-K})c_i = \gamma_i c_i.
\]

Since \( Ac_i = \theta_i c_i \) and \( C_{p-K}C_{p-K}c_i = c_i \) if \( 1 \leq i \leq p - K \) and \( 0 \) if \( p - K + 1 \leq i \leq p \), (22) holds.

Since we have shown that \( z_i \) and \( \tilde{z}_{i+1} \) are both eigenvectors of the same matrix, associated with the same eigenvalue, to prove (c) it is enough to show that \( v_i = \Sigma^{1/2}z_i \) is an eigenvector of \( BW^{-1} \) corresponding to the eigenvalue \( 1/\theta_i \). Then we have to prove that
\[
BW^{-1/2}c_i = \frac{1}{\theta_i}B^{1/2}c_i
\]
and this is equivalent to
\[
B^{1/2}W^{-1}B^{1/2}c_i = \frac{1}{\theta_i}c_i
\]

which is true.
Proof of (d): Note that given \( \hat{\boldsymbol{\mu}}_h, 1 \leq h \leq H \), the maximum likelihood estimate of \( \Sigma \) is the maximum likelihood estimate of \( \Sigma \) when we want to fit a normal \( \mathcal{N}(0, \Sigma) \) distribution to the observations \( x_{ij} - \hat{\boldsymbol{\mu}}_h, 1 \leq j \leq n_h, 1 \leq h \leq H \).

Finally, to prove (6) note that
\[
p = \text{trace}(p) = \text{trace}(\hat{\Sigma}^{-1} \hat{\Sigma})
\]
\[
= \text{trace} \left( \frac{1}{N} \sum_{h=1}^{H} \sum_{j=1}^{n_h} (x_{ij} - \hat{\boldsymbol{\mu}}_h)(x_{ij} - \hat{\boldsymbol{\mu}}_h)' \right)
\]
\[
= \text{trace} \left( \frac{1}{N} \sum_{h=1}^{H} \sum_{j=1}^{n_h} (x_{ij} - \hat{\boldsymbol{\mu}}_h)(x_{ij} - \hat{\boldsymbol{\mu}}_h)' \hat{\Sigma}^{-1} \right)
\]
\[
= \frac{1}{N} \sum_{h=1}^{H} \sum_{j=1}^{n_h} \text{trace} ((x_{ij} - \hat{\boldsymbol{\mu}}_h)(x_{ij} - \hat{\boldsymbol{\mu}}_h)' \hat{\Sigma}^{-1})
\]
\[
= \frac{1}{N} \sum_{h=1}^{H} \sum_{j=1}^{n_h} (x_{ij} - \hat{\boldsymbol{\mu}}_h)' \hat{\Sigma}^{-1} (x_{ij} - \hat{\boldsymbol{\mu}}_h) = \hat{\Sigma}^{-1} \text{trace}(x_{ij} - \hat{\boldsymbol{\mu}}_h).
\]

Proof of Theorem 2. The vectors \( \hat{\eta}_i, 1 \leq i \leq K \), computed in step 5 of the SIR procedure are the eigenvectors corresponding to the \( K \) largest eigenvalues of \( \hat{\Sigma}^{-1/2} B \hat{\Sigma}^{-1/2} \) and satisfy
\[
\hat{\Sigma}^{-1/2} B \hat{\Sigma}^{-1/2} \hat{\eta}_i = \omega_i \hat{\eta}_i,
\]
where \( 1 > \omega_1 \geq \ldots \geq \omega_p > 0 \).

The estimate of the CMS obtained using the SIR algorithm is spanned by \( \hat{\beta}_i = \hat{\Sigma}^{-1/2} \hat{\eta}_i, 1 \leq i \leq K \). Eq. (23) is equivalent to
\[
B \hat{\beta}_i = \omega_i \hat{\eta}_i.
\]
and using that \( \hat{\Sigma} = B + W \) we get
\[
B \hat{\beta}_i (1 - \omega_i) = \omega_i \hat{\eta}_i.
\]
Then, we have
\[
\hat{\Sigma} \hat{\beta}_i = \frac{1}{\omega_i} B \hat{\beta}_i = \frac{1}{1 - \omega_i} W \hat{\beta}_i,
\]
and then, by (24), we have
\[
BW^{-1} \hat{\Sigma} \hat{\beta}_i = BW^{-1} \left( \frac{1}{1 - \omega_i} W \hat{\beta}_i = \frac{1}{1 - \omega_i} B \hat{\beta}_i = \frac{\omega_i}{1 - \omega_i} \hat{\eta}_i\right).
\]
Then \( \hat{\Sigma} \hat{\beta}_i \) is an eigenvector of \( BW^{-1} \) corresponding to the eigenvalue \( \omega_i/(1 - \omega_i) \), which is the \( i \)-th largest eigenvalue of \( BW^{-1} \).

By part (c) of Theorem 1, it turns out that \( \hat{\beta}_i^{1/2} \hat{\xi}_i \) is an eigenvector of \( BW^{-1} \) corresponding to its \( i \)-th largest eigenvalue. Then the subspace generated by \( \hat{\beta}_i, 1 \leq i \leq K \), is the same as the subspace generated by \( \hat{\Sigma}^{-1/2} \hat{\xi}_i, 1 \leq i \leq K \), which is equal to the subspace \( \hat{\Sigma}^{-1/2} \hat{\gamma}^* \), where \( \hat{\gamma}^* \) is as in part (b) of Theorem 1.
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