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Abstract. In this paper we study the existence of nontrivial solutions of the
problem � −∆u + u = |u|p−2u in Ω,

∂u
∂ν

= λ|u|q−2u on ∂Ω,

with 1 < q < 2(N−1)/(N−2) and 1 < p ≤ 2N/(N−2). In the concave-convex
case, i.e., 1 < q < 2 < p, if λ is small there exist two positive solutions while
for λ large there is no positive solution. When p is critical, and q subcritical we
obtain existence results using the concentration compactness method. Finally
we apply the implicit function theorem to obtain solutions for λ small near
u0 = 1.

1. Introduction.

In this paper we study the existence of nontrivial solutions for the following
problem

(1.1)
{ −∆u + u = |u|p−2u in Ω,

∂u
∂ν = λ|u|q−2u on ∂Ω.

Here Ω is a bounded domain in RN with smooth boundary, and ∂
∂ν is the outer

normal derivative.

Problems with nonlinear boundary conditions of the form (1.1) appear in a nat-
ural way when one considers the Sobolev trace embedding H1(Ω) ↪→ Lq(∂Ω), see
[14]. Also, one is lead to nonlinear boundary conditions in the study of conformal
deformations on Riemannian manifolds with boundary, see for example [6], [12] and
[13].

The study of existence when the nonlinear term is placed in the equation, that
is if one considers a problem of the form −∆u = f(u) with Dirichlet boundary
conditions, has received considerable attention, see for example [2], [5], [15], [23],
etc. However, nonlinear boundary conditions have only been considered in recent
years. For the Laplace operator with nonlinear boundary conditions see for example
[8], [9], [14], [17], [28]. Also see [24] where a problem similar to (1.1) is studied.

We want to remark that we are facing two nonlinear terms in problem (1.1), one
in the equation, |u|p−2u, and one in the boundary condition, |u|q−2u. Our interest
here is to analyze the interplay between both.
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In this work, by solutions to (1.1) we understand critical points of the associated
energy functional (defined on H1(Ω))

(1.2) F(u) =
1
2

∫

Ω

|∇u|2 + |u|2 dx− 1
p

∫

Ω

|u|p dx− λ

q

∫

∂Ω

|u|q dσ,

where dσ is the measure on the boundary.
This functional F is well defined and C1 in H1(Ω) if p and q verify

1 < q ≤ q∗ =
2(N − 1)
N − 2

and 1 < p ≤ p∗ =
2N

N − 2
.

Along this paper we look for conditions that ensure the existence of nontrivial
solutions of (1.1), focusing our attention on the existence of positive ones. We
distinguish several cases.

Convex-concave subcritical case.

We suppose that

(1.3) 1 < q < 2 < p.

We want to remark that the new feature of these problems is that we are facing a
convex-concave problem where the convex nonlinearity appears in the equation and
the concave one at the boundary condition. Notice that if we look at the positive
solutions of these problems as the stationary states of the corresponding evolution
equation, since the right hand side of the equation represents a positive reaction
term, and the boundary condition means a positive flux at the boundary, then some
absorption is required to reach a nontrivial equilibrium. In our equation, this is the
linear term +u.

First, we assume that the exponents involved are subcritical, that is,

(1.4) 1 < q < q∗ =
2(N − 1)
N − 2

and 1 < p < p∗ =
2N

N − 2
,

and we prove the following theorems using standard variational arguments together
with the Sobolev trace immersion that provides the necessary compactness.

Theorem 1.1. Let p and q satisfy (1.3) and (1.4). Then there exists λ0 > 0 such
that if 0 < λ < λ0 then problem (1.1) has infinitely many nontrivial solutions.

Now we concentrate on positive solutions for (1.1).

Theorem 1.2. Let p and q satisfy (1.3) and (1.4). Then there exists Λ > 0 such
that there exist at least two positive solutions of (1.1) for every λ < Λ, at least one
positive solution for λ = Λ and there is no positive solution of (1.1) for λ > Λ.
Moreover there exists a constant C such that every positive solution verifies

‖u‖L∞(Ω) ≤ C.

Critical case.

Next we analyze the existence of solution when we have a critical exponent
p = p∗. Here we use the concentration compactness method introduced in [21], [22]
and follow some ideas from [15]. In these kind of problems the concentration is a
priori possible on the boundary. This difficulty leads us to use technical estimates
that are implicit in [20] and that we explicitly point out.
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For 2 < q < q∗ (notice that in this case q means a convex reaction term) we
have,

Theorem 1.3. Let p = p∗ with 2 < q < q∗, then problem (1.1) has at least a
positive nontrivial solution for every λ > 0.

And for 1 < q < 2,

Theorem 1.4. If p = p∗ with 1 < q < 2, then there exists Λ such that problem
(1.1) has at least two positive solutions for λ < Λ, at least one positive solution for
λ = Λ and no positive solution for λ > Λ.

Further results.

Moreover, to obtain existence of solutions we can apply the implicit function
theorem near λ0 = 0, u0 = 1 to get existence of solutions for any p and q, but
imposing a restriction on the domain. We prove the following result.

Theorem 1.5. Given 1 < p < ∞, let Ω be a domain such that (p−1) 6∈ σNeu(−∆+
I). Then, for any q ∈ (1,∞) there exists λ0 > 0 such that for every λ ∈ (0, λ0)
there exists a positive solution uλ ∈ Cα of (1.1) with uλ → 1 in Cα as λ → 0.
Here σNeu(−∆+I) stands for the spectrum of −∆+I with homogeneous Neumann
boundary conditions.

Finally let us state a result for the remaining case, q = 2. In this case we have
a bifurcation problem from the first eigenvalue of a related problem. Let λ1 be the
first eigenvalue of { −∆u + u = 0 in Ω,

∂u
∂ν = λu on ∂Ω.

Notice that λ1 is just the best constant in the Sobolev trace embedding H1(Ω) ↪→
L2(∂Ω) in the sense that

λ1‖u‖2L2(∂Ω) ≤ ‖u‖2H1(Ω).

Then we have that

Theorem 1.6. Let q = 2 with 2 < p < p∗. Then there exists a positive solution of
(1.1) if and only if 0 < λ < λ1.

Our ideas can also be applied to

(1.5)
{ −∆u + u = λ|u|q−2u in Ω,

∂u
∂ν = |u|p−2u on ∂Ω.

For this problem we assume that

(1.6) 1 < q < 2 < p.

i.e., p stands for the convex term, and q for the concave one, and p is subcritical
(notice that in this case this means p < 2(N − 1)/(N − 2)). The results presented
here have analogous statements for (1.5). The proofs of the existence results are
similar to the ones performed for the problem (1.1) so we leave the details to the
reader. The nonexistence result for positive solutions with λ large also holds here,
but in this case the proof needs some major changes, therefore we include the
details.
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Organization of the paper.

The rest of the paper is organized as follows. In section 2 we deal with the
subcritical case. In section 3 we find L∞ a priori bounds for positive solutions.
In section 4 we prove some regularity for the solutions. In section 5 we prove
nonexistence results for positive solutions with λ large. In section 6 we find existence
of at least two positive solutions for λ small. In sections 7 and 8 we deal with critical
exponents, and in section 9 we use the implicit function theorem to obtain existence
of solutions for λ small near u0 ≡ 1. Finally in section 10 we deal with the case
q = 2.

2. The subcritical case. Proof of Theorem 1.1.

In this section we study (1.1) using variational techniques.

Let us begin with the following Lemma that will be helpful in order to prove the
Palais-Smale condition.

Lemma 2.1. Let φ ∈ H1(Ω)′. Then there exists a unique u ∈ H1(Ω) such that

(2.1)
∫

Ω

∇u∇vdx +
∫

Ω

uvdx = 〈φ, v〉, for all v ∈ H1(Ω),

where 〈·, ·〉 denotes the duality pairing in H1(Ω). Moreover, the operator A : φ 7→ u
is continuous.

This Lemma is just an application of the Lax-Milgram Theorem. Let us recall
that u ∈ H1(Ω) satisfying (2.1) is a critical point of the functional

I(u) =
1
2

∫

Ω

|∇u|2 + |u|2 dx− 〈φ, u〉.

Along this paper φ ∈ H1(Ω)′ will be typically a pair φ = (g, f) where g ∈ (Lq∗(∂Ω))′

and f ∈ (Lp∗(Ω))′, i.e.

〈φ, v〉 =
∫

∂Ω

gv dσ +
∫

Ω

fv dx.

Now we introduce a topological tool, the genus, that was introduced in [19]. We
will use an equivalent definition due to [10]. Given a Banach Space X, we consider
the class

Σ = {A ⊂ X : A is closed, A = −A}.
Over this class we define the genus, γ : Σ → N ∪ {∞}, as

γ(A) = min{k ∈ N : there exists ϕ ∈ C(A,Rk − {0}), ϕ(x) = −ϕ(−x)}.

With this definition we have the following well known Lemma.

Lemma 2.2. For every n ∈ N there exists a constant ε > 0 such that

γ(F−ε) ≥ n,

where Fc = {u ∈ W 1,p(Ω) : F(u) ≤ c}.
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Proof. Let En ⊂ H1(Ω) be a n−dimensional subspace such that u |∂Ω 6≡ 0 for all
u ∈ En, u 6= 0. Hence we have, for u ∈ En, ‖u‖H1(Ω) = 1,

(2.2) F(tu) =
t2

2
− λtq

q

∫

∂Ω

|u|q − tp

p

∫

Ω

|u|p ≤ t2

2
− an

λtq

q
,

where

an = inf
{∫

∂Ω

|u|q : u ∈ En, ‖u‖H1(Ω) = 1
}

.

Observe that an > 0 because En is finite dimensional. As q < 2 we obtain from
(2.2) that there exists positive constants ρ and ε such that

F(ρu) < −ε for u ∈ En, ‖u‖H1(Ω) = ρ.

Therefore, if we set Sρ,n = {u ∈ En : ‖u‖H1(Ω) = ρ}, we have that Sρ,n ⊂ F−ε.
Hence by the monotonicity of the genus

γ(F−ε) ≥ γ(Sρ,n) = n,

as we wanted to show. ¤

Now we observe, using the Sobolev trace Theorem, that

F(u) ≥ 1
2
‖u‖2H1(Ω) − λc1‖u‖q

H1(Ω) − c2‖u‖p
H1(Ω) = j(‖u‖H1(Ω)),

where j(x) = 1
2x2 − λc1x

q − c2x
p. Let us emphasize that, if λ is small, j attains a

local but not a global minimum (j is not bounded from below). Taking λ smaller
if necessary, we can also assume that the maximum of j is positive. To localize this
minimum, we have to perform some sort of truncation. To this end let x0, x1 be
such that m < x0 < x1 < M where m is the local minimum of j and M is the local
maximum and j(M) > j(x1) > j(x0) > 0 > j(m). For these values x0 and x1 we
can choose a smooth cutoff function τ(x) such that τ(x) = 1 if x ≤ x0, τ(x) = 0 if
x ≥ x1 and 0 ≤ τ(x) ≤ 1. Finally, let ϕ(u) = τ(‖u‖H1(Ω)) and define the truncated
functional as follows

F̃(u) =
1
2

∫

Ω

|∇u|2 + |u|2 dx− 1
p

∫

Ω

ϕ(u)|u|p dσ − λ

q

∫

∂Ω

|u|q dσ.

As above, F̃(u) ≥ j̃(‖u‖H1(Ω)) where j̃(x) = 1
2x2 − c1x

pτ(x) − c2λxq. We observe
that if x ≤ x0 then j̃(x) = j(x) and if x ≥ x1 then j̃(x) = 1

2x2 − λc2x
q.

In particular (and this is the main point of the truncation) if F̃(u) < 0 then F
and F̃ coincide in a neighborhood of u.

Now we state a Lemma that summarizes the main properties of F̃ .

Lemma 2.3. The functional F̃ is bounded from below and verifies the Palais-Smale
condition.

Proof. First, by the Sobolev-trace inequality and the performed truncation, there
exists a constant C such that

F̃(u) ≥ 1
2
‖u‖2H1(Ω) − C

λ

q
‖u‖q

H1(Ω) ≡ h(‖u‖H1(Ω)),

where h(t) = 1
2 t2 − C λ

q tq. As q < 2, h(t) is bounded from below and we conclude
that F̃ is also bounded from below.
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Now, to prove the Palais-Smale condition for the truncation, let {uk} ⊂ H1(Ω)
be a Palais-Smale sequence. As c = lim

k→∞
F̃(uk), using that F̃ ′(uk) = εk → 0 in

H1(Ω)′ we have that, for k large enough,

c + 1 ≥ F̃(uk)− 1
p
〈F̃ ′(uk)uk〉+

1
p
〈F̃ ′(uk)uk〉

≥
(

1
2
− 1

p

)
‖uk‖2H1(Ω) +

1
p
〈F̃ ′(uk)uk〉 − C‖uk‖q

H1(Ω)

≥
(

1
2
− 1

p

)
‖uk‖2H1(Ω) −

1
p
‖uk‖H1(Ω)εk − C‖uk‖q

H1(Ω)

≥
(

1
2
− 1

p

)
‖uk‖2H1(Ω) −

1
p
‖uk‖H1(Ω) − C‖uk‖q

H1(Ω).

Hence, as q < 2 < p, uk is bounded in H1(Ω).
We can assume that uk ⇀ u weakly in H1(Ω) and uk → u strongly in Lp(Ω),

uk → u strongly in Lq(∂Ω) and a.e. in ∂Ω. Then, as the exponents are subcritical,
it follows that,

|uk|q−2uk → |u|q−2u in (L
2(N−1)

N−2 (∂Ω))
′

and
|uk|p−2uk → |u|p−2u in (L

2N
N−2 (Ω))

′

and hence in H1(Ω)′. Therefore, according to Lemma 2.1,

uk → A(|u|q−2u, |u|p−2u), in H1(Ω).

This completes the proof. ¤

Finally, the following Theorem gives the proof of Theorem 1.1, see [4] for an
analogous result.

Theorem 2.1. Let

Σ = {A ⊂ H1(Ω)− {0} : A is closed, A = −A},
Σk = {A ⊂ Σ : γ(A) ≥ k},

where γ stands for the genus. Then

ck = inf
A∈Σk

sup
u∈A

F(u)

is a negative critical value of F and moreover, if c = ck = · · · = ck+r, then
γ(Kc) ≥ r + 1, where Kc = {u ∈ W 1,p(Ω) : F(u) = c, F ′(u) = 0} .

Proof. We argue with F̃ . According to Lemma 2.2 for every k ∈ N there exists
ε > 0 such that γ(F̃−ε) ≥ k. As F̃ is even and continuous it follows that F̃−ε ∈ Σk,
and therefore ck ≤ −ε < 0. Moreover by Lemma 2.3, F̃ is bounded from below
so ck > −∞. Let us now see that ck is in fact a critical value for F̃ . To this
end let us suppose that c = ck = · · · = ck+r. As F̃ is even it follows that Kc

is symmetric, and the Palais-Smale condition implies that Kc is compact. Now,
assume by contradiction that γ(Kc) ≤ r. Then, by the continuity property of
the genus (see [25]) there exists a neighborhood of Kc, Nδ(Kc) = {v ∈ H1(Ω) :
d(v, Kc) ≤ δ}, such that γ(Nδ(Kc)) = γ(Kc) ≤ r.

By the usual deformation lemma, we get

η(1, F̃c+ε/2 −Nδ(Kc)) ⊂ F̃c−ε/2.
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On the other hand, by the definition of ck+r there exists A ⊂ Σk+r such that
A ⊂ F̃c+ε/2 hence

(2.3) η(1, A−Nδ(Kc)) ⊂ F̃c−ε/2.

Now by the monotonicity of the genus (see [25]), we have

γ(A−Nδ(Kc)) ≥ γ(A)− γ(Nδ(Kc)) ≥ k.

As η(1, ·) is an odd homeomorphism it follows that (see [25])

γ(η(1, A−Nδ(Kc))) ≥ γ(A−Nδ(Kc)) ≥ k.

But as η(1, A−Nδ(Kc)) ∈ Σk then

sup
u∈η(1,A−Nδ(Kc))

F̃(u) ≥ c = ck,

a contradiction with (2.3) that proves that γ(Kc) ≥ r + 1, and, in particular, ck is
a critical value for F̃ . Finally, as ck < 0 it is also a critical value for F . ¤

3. A priori bounds in L∞(Ω)

In this section we consider positive solutions of (1.1) and prove a priori bounds
in L∞(Ω) using the blow-up technique.

Let us fix 0 < λ < Λ and, arguing by contradiction, let us assume that there
exists a sequence un of positive solutions of (1.1) such that

an = ‖un‖L∞(Ω) → +∞.

We denote by xn a point where the maximum of un is located. By the compactness
of Ω, we can assume that xn → x0 ∈ Ω. Let us consider

vn(y) =
un(aα

ny − xn)
an

.

This function vn is defined in Ωn = {y ∈ RN ; aα
ny + xn ∈ Ω}. We observe that

0 ≤ vn ≤ 1 and vn(0) = 1. By a simple calculation we get that vn satisfies
{ −∆vn = −a2α

n vn + a2α+p−2
n vp−1

n in Ωn,
∂vn

∂ν = aα+q−2
n λvq−1

n on ∂Ωn,

Recall that we are dealing with p > 2 > q > 1 and then p > 2(q − 1). Let us
choose 2α + p− 2 = 0. With this choice, 2α < 0 and also α + q − 2 < 0. Therefore
as we are assuming that an → +∞, we get that a2α

n → 0 and aα+q−2
n → 0. Passing

to the limit, a subsequence of vn converges to v that is a solution of{ −∆v = vp−1 in D,
∂v
∂ν = 0 on ∂D,

with v(0) = 1. Here D is the whole RN or the half space RN
+ according to x0 ∈ Ω

or x0 ∈ ∂Ω respectively. In case we have D = RN
+ we can perform a reflection using

that v has null normal derivative. Hence in any case we get{ −∆v = vp−1 in RN ,
v(0) = 1 v ≥ 0.

This is a contradiction with the fact that p is subcritical, 1 < p < 2N/(N − 2). We
have proved that
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Theorem 3.1. If 2 < p < 2N/(N − 2) with p > 2(q − 1) then, for every Λ > 0
there exists a constant C = C(Λ) such that every nonnegative solution u of (1.1)
with 0 < λ < Λ verifies

‖u‖L∞(Ω) ≤ C.

Let us remark that if 1 < q < 2 < p < 2N/(N −2) we are in this case. Therefore
all positive solutions (if there exist any) are uniformly bounded in L∞(Ω) when one
considers λ < Λ.

Now we want to make a remark regarding an analogous a priori bound for non-
negative solutions of problem (1.5)(i.e., concave reaction in Ω, and convex nonlin-
earity at ∂Ω).

We have 1 < q < 2 < p, hence q < 2(p− 1). In this case we take α = 2− p < 0.
With this choice we have 2α < 0 and 2α + q − 2 < 0.

First we observe that if we have a sequence un with

an = ‖un‖L∞(Ω) → +∞,

then the maximum of un must be located at the boundary. In fact if xn is an interior
maximum of un we have −∆un(xn) < 0 for n large, a contradiction. Therefore we
can assume that xn lies on the boundary of Ω. As before, we can pass to the limit
as n →∞ and obtain a solution of

(3.1)
{ −∆v = 0 in RN

+ ,
∂v
∂ν = vp−1 on ∂RN

+ ,

with v(0) = 1. The corresponding Liouville Theorem for (3.1) was proved in [17]: if
p is subcritical the only bounded nonnegative solution is v ≡ 0. We want to remark
that in the critical case, p = 2(N − 1)/(N − 2), there exists nontrivial nonnegative
solutions, see [8].

Using this result we get a contradiction which proves the a priori bound. In
summary, we have proved the following result

Theorem 3.2. If 2 < p < 2(N − 1)/(N − 2)(= q∗) and q < 2(p − 1), then there
exists a constant C such that every nonnegative solution to (1.5) u verifies

‖u‖L∞(Ω) ≤ C.

4. Some remarks on regularity

From [6] we have that weak positive solutions of (1.1) are C∞(Ω). In this section
we will prove Cα(Ω) estimates for the solutions of (1.1). We include some details
for the sake of completeness.

First, we deal with the subcritical case. Namely, 1 < q < 2(N − 1)/(N − 2),
1 < p < 2N/(N − 2). The idea is to adapt the classical bootstrapping argument,
taking into account the nonlinear boundary condition.

We start by recalling some linear results.

Proposition 4.1.
(I) Assume that g ∈ Lr(Ω) with r > 2N

N+2 and let φ ∈ H1(Ω) be the weak
solution to

(4.1)
{ −∆φ + φ = g in Ω,

∂φ
∂ν = 0 on ∂Ω,
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then ||ψ||W 1,β(Ω) ≤ C||g||Lr(Ω) with β = Nr
(N−r) > 2.

(II) Assume that h ∈ Ls(∂Ω) with s > 2(N−1)
N , and let ψ be the weak solution

to problem

(4.2)
{ −∆ψ + ψ = 0 in Ω,

∂ψ
∂ν = h on ∂Ω.

Then ||ψ||W 1,γ(Ω) ≤ C||h||Ls(∂Ω) with γ = Ns
(N−1) > 2.

Proof. Part (I) can be considered as the simplest case of the results in [27]. In this
case the proof is easier: just integrating by parts we find∣∣∣∣

∫

Ω

∇φ∇ρ + φρ

∣∣∣∣ ≤ ||g||Lr(Ω)||ρ||Lr′ (Ω),

with 1
r + 1

r′ = 1, and by Sobolev embedding we can take a test function ρ ∈ W 1,β′(Ω)

with β′ =
Nr′

N + r′
.

As a consequence, using Proposition 1 of [6], we get

φ ∈ W 1,β(Ω) and ||φ||W 1,β(Ω) ≤ C||g||Lr(Ω), where β =
Nr

N − r
,

and since r >
2N

N + 2
it follows β > 2.

As for part (II), if ψ is the weak solution, multiplying by a regular test function
η ∈ C1(Ω) we get ∣∣∣∣

∫

Ω

∇ψ∇η +
∫

Ω

ψη

∣∣∣∣ ≤ ||h||Ls(∂Ω)||η||Ls′ (∂Ω),

where 1
s + 1

s′ = 1. Then by density we can take η ∈ W 1,γ(Ω) and therefore, by the
trace theorem,

η|∂Ω ∈ W
1−( 1

γ′ ),γ
′
(∂Ω) ⊂ L

γ′(N−1)
N−γ′ (∂Ω),

where s′ = γ′(N − 1)/(N − γ′), which implies that γ =
Ns

N − 1
. Hence, by Propo-

sition 1 of [6], we get that

ψ ∈ W 1,γ(Ω) and ||ψ||W 1,γ(Ω) ≤ C||h||Ls(∂Ω).

This finishes the proof. ¤

Next, we decompose our original problem, taking g = |u|p−2u and h = λ|u|q−2u,
in such a way that u = φ + ψ, where φ and ψ are the corresponding solutions to
the linear problems (4.1) and (4.2).

The idea to prove regularity for solutions of (1.1) is that we can iterate the
estimates in Proposition 4.1, improving from step to step the regularity of u. The
argument is as follows:

We start assuming g ∈ Lr0(Ω), and h ∈ Ls0(∂Ω), where

r0 =
2N

(N − 2)(p− 1)
, and s0 =

2(N − 1)
(N − 2)(q − 1)

.

In particular, if r0 > N/2 (that is, p < (N + 2)/(N − 2)) we get an exponent
β0 > N such that φ ∈ W 1,β0(Ω) ⊂ Cα(Ω).
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On the other hand, if q < N/(N − 2), we get that ψ ∈ W 1,γ0(Ω) with γ0 > N
and in this case ψ ∈ Cα(Ω).

As a consequence, the Cα regularity for u is proved in the case q < N/(N − 2),
p < (N + 2)/(N − 2).

If not, in any case we have proved that u ∈ W 1,τ0(Ω) with τ0 = min{β0, γ0} > 2.
Then we can iterate exactly the same calculation as before, starting with g ∈ Lr1(Ω)
and h ∈ Ls1(∂Ω) where

r1 =
Nτ0

(N − τ0)(p− 1)
and s1 =

(N − 1)τ0

(N − τ0)(q − 1)
.

If r1 and s1 were both large enough (namely, r1 > N/2 and s1 > N − 1), then we
have finished. If not, we get that u ∈ W 1,τ1(Ω), where

τ1 =





Ns1

N − 1
, if r1 > N/2 and s1 ≤ N − 1,

min
{

Ns1

N − 1
,

Nr1

N − r1

}
, if r1 ≤ N/2.

Let us estimate these quantities in terms of the starting exponent τ0. Since
τ0 > 2, we have,

Ns1

N − 1
=

N

(N − τ0)(q − 1)
τ0 ≥ N

(N − 2)(q − 1)
τ0.

And, on the other hand, it is easy to see that

Nr1

N − r1
=

N

p(N − τ0)−N
τ0 >

N

p(N − 2)−N
τ0.

Therefore (taking into account that p and q are subcritical) we have proved that
there exists a constant C = C(N, p, q) > 1 such that

τ1 ≥ Cτ0,

and, in general, τk ≥ Ckτ0. This implies that in a finite number of steps we reach
that u ∈ W 1,τ∗(Ω) with τ∗ > N , and hence u ∈ Cα(Ω).

Next, we will sketch briefly the arguments in the critical case, p = p∗. In
this case, the problem comes from the first iteration, since there is no margin to
improve directly the initial exponent, getting W 1,β0(Ω) regularity for some β0 > 2.
To overcome this difficulty we can use a truncation argument by Trudinger (see
[29]) which proves that ||u||Lτ (Ω) ≤ C(|Ω|, ||u||Lp∗ (Ω)), where τ > p∗. The sketch of
the argument is as follows: consider the problem

{ −∆u + u = λ|u|p∗−2u in Ω,
∂u
∂ν = |u|q−2u on ∂Ω,

where q is subcritical. Assume that u ∈ W 1,2(Ω), u > 0 is a solution and let us prove
that u ∈ Lτ (Ω) for some τ > p∗. The main idea is to choose a suitable truncation
of uβ as test function with β greater but close to one. After some manipulations,
that in our case involve the Sobolev trace inequality to handle the integrals over
the boundary that appear, we arrive to u ∈ Lβp∗(Ω). As β is greater than one this
estimate gives the required starting point, after which the argument follows as in
the previous case, getting finally u ∈ Cα(Ω).
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The case q = q∗ with p subcritical can be handled in a similar way. With the
argument given by Trudinger, [29], we can begin the iterative procedure and also
in this case we get u ∈ Cα(Ω).

5. Nonexistence results

In this section we prove nonexistence results of positive regular solutions for (1.1)
and (1.5) when λ is large.

The idea of the proof of nonexistence of positive solutions for λ large is that,
in this case, the sublinear term (which dominates near u = 0) is very strong, and
forces the solution to problem (1.1) to become large. But when the solution is large,
the main term is the superlinear one. Then, this superlinear reaction term allows
us to prove blow-up in an associated parabolic problem whose solution should be
bounded by u, getting a contradiction.

Theorem 5.1. There exists Λ > 0 such that problem (1.1) with 1 < q < 2 < p has
no positive solution for λ > Λ.

Proof. Let v(x, t) be a positive solution of the associated evolution problem

(5.1)
{

vt = ∆v − v + vp−1 in Ω× (0, T ),
∂v
∂ν = λvq−1 on ∂Ω× (0, T ).

Let us remark a first blow up result for this problem: for any positive λ, by a
comparison argument with solutions that do not depend on x, we get that any
solution v with initial data v(x, 0) > 1 blows up in finite time, that is, there exists
T such that

(5.2) lim
t↗T

‖v(·, t)‖L∞(Ω) = ∞.

As mentioned, the idea of the proof is to see that, for every λ large enough, any
positive solution of (5.1) blows up in finite time. This proves that no positive
stationary solution exists, giving the desired conclusion.

To this end, let us see that there is no positive global (defined for every t)
solution. The argument follows by contradiction: we will see that if such a positive
global solution exists for λ large, then it becomes greater than one at some positive
time, and this is impossible, by the first blow up result.

We begin by recalling that there exists u a nontrivial solution of



ut = ∆u in Ω× (0, T ),
∂u
∂ν = uq−1 on ∂Ω× (0, T ),
u(x, 0) = 0.

with u(x, t) > 0 for all t > 0. This solution exists thanks to the fact that q− 1 < 1,
see [11], which implies that this problem does not have uniqueness. As u is positive
for positive times, we have that there exists δ > 0 such that u(x, 1) ≥ δ for all
x ∈ Ω. By taking w(x, t) = λ2−qu(x, t) we obtain a solution of

(5.3)





wt = ∆w in Ω× (0, T ),
∂w
∂ν = λwq−1 on ∂Ω× (0, T ),
w(x, 0) = 0,

that verifies

(5.4) w(x, 1) ≥ λ2−qδ > e,
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for λ large enough. Now, we observe that if v is a solution of problem (5.1),
then z(x, t) = etv(x, t) is a supersolution to problem (5.3) and hence, using a
comparison argument based on Hopf Lemma, we get z(x, t) ≥ w(x, t). By (5.4)
we have ev(x, 1) = z(x, 1) ≥ w(x, 1) > e. Hence v(x, t) > 1 for some time as we
wanted to show. ¤

Now we state and prove an analogous theorem for solutions to problem (1.5).

Theorem 5.2. There exists Λ > 0 such that problem (1.5) with 1 < q < 2 < p has
no positive solution for λ > Λ.

Proof. First, we observe that if u is a positive solution, by the maximum principle
u attains its minimum at some point, x0, that must lie in Ω and therefore

u(x0) ≥ −∆u(x0) + u(x0) = λ(u(x0))q−1

and we conclude that
λ ≤ (u(x0))2−q.

Hence all positive solutions must be large uniformly in Ω for large values of λ.
Now we consider the auxiliary evolution problem

(5.5)





wt = ∆w − w in Ω× (0, T ),
∂w
∂ν = wp−1 on ∂Ω× (0, T ),
w(x, 0) = w0(x) > 0.

It is known that for any large initial data w0, solutions of (5.5) blow up in finite
time in L∞(Ω), see [7].

The proof of this blow-up result can be sketched as follows: let us consider

z(x, t) = etw(x, t).

This function z verifies for any T ≤ 1,

(5.6)





zt = ∆z in Ω× (0, T ),
∂z
∂ν = e−t(p−2)zp−1 ≥ c1z

p−1 on ∂Ω× (0, T ),
z(x, 0) = w0(x) > 0.

Hence if we show that there exists a solution of

(5.7)
{

φt = ∆φ in Ω× (0, T ),
∂φ
∂ν = c1φ

p−1 on ∂Ω× (0, T ),

with finite time blow-up Tφ < 1, we get that there exists a solution z of (5.6) with
finite time blow-up (just use a comparison argument, based on Hopf Lemma, to
obtain φ ≤ z). As w = e−tz, we get that w blows up, as we wanted to see.

Assume that there exists a (positive) solution φ of (5.7) with finite time blow-up.
Considering φ(x, T −1/2) as initial data if necessary (if T ≥ 1/2), we get a solution
which blows up at time T = 1/2 < 1. Hence we only have to see that there exists
a solution of (5.7) with finite time blow-up.

This is a well known fact that can be found in [18] and [30]. An alternative
argument is as follows, see [26]. Let

m(t) =
∫

Ω

(∫ +∞

φ(x,t)

1
(s)p−1

ds

)
dx

We observe that m(t) is well defined for every t ∈ (0, T ) where T is the maximal
time of existence for φ(x, t) (T finite or not). Also m(t) is positive.
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We claim that there exists a constant k > 0 such that

m′(t) ≤ −k < 0.

In order to prove this claim we compute m′(t),

m′(t) = −
∫

Ω

φt

φp−1
dx.

Using that φ(x, t) is a solution of the heat equation we get,

m′(t) = −
∫

Ω

∆φ

φp−1
dx,

which can be written as

m′(t) = −
∫

Ω

div
( ∇φ

φp−1

)
dx−

∫

Ω

φ−p‖∇φ‖2 dx.

The second integral is nonnegative and by Gauss Theorem we get,

m′(t) ≤ −
∫

∂Ω

1
φp−1

∂φ

∂ν
dσ = −c1 | ∂Ω | .

This proves the claim.
We finish the argument by making the following remark. As m(t) is decreasing,

and positive, t must be less than or equal to m(0)/(c1 | ∂Ω |) and therefore,

T ≤ 1
c1 | ∂Ω |

∫

Ω

(∫ +∞

φ0(x)

1
(s)p−1

ds

)
dx.

This completes the proof of the existence of blow-up solutions for (5.5). Next,
we use this result in a comparison argument:

Take λ large enough in order to make u(x) > w0(x). As u is a supersolution of
(5.5) we can use a comparison principle, based mainly on Hopf Lemma, to obtain
that

u(x) ≥ w(x, t) ∀ t ∈ (0, T ),
a contradiction. ¤

6. Positive solutions

In this section we prove that there exists at least two positive solutions for λ
small, in the concave-convex subcritical case; namely 1 < q < 2 < p < p∗, and the
concave reaction term acting on the boundary of the domain, i.e., problem (1.1).

Consider the functional,

(6.1) F+(u) =
1
2

∫

Ω

|∇u|2 + |u|2 dx− 1
p

∫

Ω

(u+)p dx− λ

q

∫

∂Ω

(u+)q dσ,

For this functional we will find two nontrivial critical points, the first one by
minimization and the second one by a mountain pass argument. This can be done
only if λ is small.

These nontrivial critical points are weak solutions of
{ −∆u + u = (u+)p−1 in Ω,

∂u
∂ν = λ(u+)q−1 on ∂Ω.
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The maximum principle and the Hopf Lemma say that the minimum of u must
be positive, therefore these two weak solutions are in fact weak solutions of (1.1).

Moreover, let

(6.2) Λ = sup{λ such that (1.1) has a nontrivial positive solution}.
In the previous section we have seen that Λ is bounded.

We will see that for every λ < Λ there exists at least two positive solutions.
To prove this fact let us first see that for λ < Λ there exists a minimal positive
solution.

As mentioned in the previous section, there exists u a nontrivial solution of

(6.3)





ut = ∆u in Ω× (0, T ),
∂u
∂ν = uq−1 on ∂Ω× (0, T ),
u(x, 0) = 0.

with u(x, t) > 0 for all t > 0, see [11].
Let us take µ ≤ λ and consider

v(x, t) = µe−tu(x, t).

This function v is a subsolution of

(6.4)





vt = ∆v − v + vp−1 in Ω× (0, T ),
∂v
∂ν = µvq−1 on ∂Ω× (0, T ),
v(x, 0) = 0,

that satisfies v(x, t) > 0, for every t > 0.
Let us point out that problem (6.4) has a comparison principle, which says that a

nonnegative subsolution and a nonnegative supersolution, with ordered initial data
remain ordered for any time. The proof of this fact follows by using the strong
maximum principle inside Ω, and Hopf Lemma at the boundary.

Assuming the existence of a positive solution (and therefore, by maximum prin-
ciple, strictly positive) to problem (1.1) u, using the comparison principle and the
usual iterative argument starting from the subsolution v we find a solution of (6.4),
v, which satisfies u(x) ≥ v(x, t) ≥ v(x, t) > 0, for every t > 0.

Let U be a function in the ω−limit set of v(x, t). Taking into account that
the problem has a Lyapunov functional, we see that this function U must be a
stationary solution of (6.4). Therefore U is a solution to (1.1) and has to be positive
and minimal since u(x) ≥ v(x, t) for any positive solution to (1.1).

We have proved the following result

Lemma 6.1. Let 1 < q < 2 < p and λ < Λ (Λ defined by (6.2)). Then there exists
a positive minimal solution of (1.1).

Next, let us prove that minimal solutions are strictly ordered.

Lemma 6.2. Given 0 < λ < Λ, consider λ1, λ2 such that 0 < λ1 < λ < λ2 < Λ
and minimal positive solutions u1 and u2 corresponding to λ1 and λ2 respectively.
It holds

u1(x) < u2(x) in Ω.

Proof. Since u2 is a supersolution of (1.1) with λ1, it is immediate that u1 ≤ u2

and u1 6≡ u2. We can conclude the strict inequality using the maximum principle
together with the Hopf Lemma. ¤
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Let

f̃(x, s) =





up−1
1 (x) s ≤ u1(x),

sp−1 u1(x) < s < u2(x),
up−1

2 (x) s ≥ u2(x),
and

g̃(x, s) =





uq−1
1 (x) s ≤ u1(x),

sq−1 u1(x) < s < u2(x),
uq−1

2 (x) s ≥ u2(x),

and F̃ , G̃ two primitives (with respect to s) of f̃ and g̃ respectively. We consider
the following auxiliary functional,

F̃(u) =
1
2

∫

Ω

|∇u|2 + |u|2 dx−
∫

Ω

F̃ (x, u) dx− λ

∫

∂Ω

G̃(x, u) dσ.

In particular, notice that if u is a critical point of F̃ such that u1 < u < u2, then u
is also a critical point of F . We have,

Lemma 6.3. For every λ < Λ the functional F has a solution, ũ, that is a local
minimum in the C0 topology.

Proof. Let λ1 < λ < λ2 < Λ and u1, u2 two minimal solutions corresponding to
λ1 and λ2 respectively. From Lemma 6.2 we have that u1 < u2 in Ω. We set F̃ as
before.

One can check that this functional F̃ has a global minimum at some u0 that
belongs to C(Ω) (by our regularity results, see section 4). Using again the maximum
principle and Hopf’s Lemma we get that u1 < u0 < u2 in Ω. Hence u0 is a minimum
for F in C0 topology. ¤

Remark 6.1. We observe that u0 has negative energy F(u0) < 0.

Next, we fix λ ∈ (0, Λ). Let us look for a second positive solution of the form

u = u0 + v,

with v > 0. We will follow closely the ideas in [2].
The function v satisfies

(6.5)
{ −∆v + v = (u0 + v)p−1 − up−1

0 in Ω,
∂v
∂ν = λ(u0 + v)q−1 − λuq−1

0 on ∂Ω.

Let

f(x, s) =
{

(u0 + s)p−1 − up−1
0 s ≥ 0,

0 s < 0,

and

g(x, s) =
{

(u0 + s)q−1 − uq−1
0 s ≥ 0,

0 s < 0.

With these functions f and g we define

F(u) =
1
2

∫

Ω

|∇u|2 + |u|2 dx−
∫

Ω

F (x, u) dx− λ

∫

∂Ω

G(x, u) dσ,

where F and G are primitives of f and g respectively.

Lemma 6.4. Given λ ∈ (0, Λ), the functional F has a local minimum at v ≡ 0 in
the H1(Ω) topology.
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Proof. First, notice that v = 0 is a local minimum in C0 topology. Then, we will
follow the ideas by Brezis-Nirenberg in [5], proving that v = 0 has to be also a local
minimum in H1(Ω).

Suppose, by contradiction, that there exists a sequence {vε} ⊂ H1(Ω)−{0} such
that ||vε||H1 ≤ ε and F(vε) < F(0). We can assume that

F(vε) = min
v∈Bε

F(v)

where Bε is the ball of radius ε in H1(Ω).
In particular, there exists a Lagrange multiplier µε such that vε satisfies

(6.6) < F ′(vε), ψ >= µε < vε, ψ >

(notice that the left hand side means duality pairing between (H1(Ω))′ and H1(Ω),
while the right hand side means scalar product in H1(Ω)).

Moreover, since we are assuming that vε is a minimum in Bε, then

µε =
< F ′(vε), vε >

||vε||2H1

≤ 0.

Equation (6.6) is the weak form of problem




−∆vε + vε =
1

1− µε
f(x, vε)

∂vε

∂ν
=

λ

1− µε
g(x, vε).

Then, since µε ≤ 0, ||vε||H1(Ω) ≤ ε, and

|f(x, s)| ≤ C(1 + |s|p−1)
|g(x, s)| ≤ C(1 + |s|q−1)

using the regularity results and methods in Section 4, we can conclude uniform
Cα estimates for the sequence {vε}. Hence, by Ascoli-Arzela, for a subsequence
we get uniform convergence, and since vε → 0 in H1(Ω), this implies that vε → 0
uniformly. And this is a contradiction, because 0 has to be a local minimum in
C0. ¤

Lemma 6.5. The functional F verifies the Palais-Smale condition.

Proof. It follows as in Lemma 2.3. ¤

Now let us prove that there exists a second solution using the mountain pass
lemma.

Lemma 6.6. Given λ ∈ (0, Λ), there exists a critical point v 6= 0 of the functional
F .

Proof. Since p > 2 we get that are a large t and some v such that

F(tv) < 0.

Hence, since F verifies the Palais-Smale condition, and satisfies the right geometric
conditions, the existence of a critical point v 6= 0 follows from the mountain pass
lemma (in the improved version by Ghoussoub-Preiss (see [16])). ¤
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Let us prove that for λ = Λ there exists at least one nontrivial positive solution.
The idea is to take the limit as λ ↗ Λ of u0,λ, the sequence of minimums of the
energy functional F provided by Lemma 6.3. By remark 6.1 we have that the
energy is negative, F(u0,λ) ≤ 0, hence

0 ≥ F(u0,λ) = F(u0,λ)− 1
p
〈F ′(u0,λ), u0,λ〉

=
(

1
2
− 1

p

)
‖u0,λ‖2H1(Ω) − λ

(
1
q
− 1

p

) ∫

∂Ω

(u0,λ)q.

Therefore, there exits a constant C such that, for Λ/2 < λ < Λ,

‖u0,λ‖2H1(Ω) ≤ C‖u0,λ‖q
Lq(∂Ω).

Using the Sobolev trace theorem we get

‖u0,λ‖H1(Ω) ≤ C,

and hence we have a converging subsequence with a weak limit uΛ in H1(Ω). We
can pass to the limit in the weak form of the equation and obtain that uΛ is a
solution of (1.1) with λ = Λ. To see that uΛ is nontrivial, we only have to observe
that u0,λ ≥ uλ > 0, the sequence of minimal solutions that increases with λ.

7. The critical case I. p = p∗ = 2N/(N − 2), 2 < q < 2(N − 1)/(N − 2).

In this section we study problem (1.1) with p critical, p∗ = 2N/(N − 2) and q
subcritical and superlinear, 2 < q < 2(N − 1)/(N − 2).

Let us recall that we are looking for critical points of the functional

(7.1) F+(u) =
1
2

∫

Ω

|∇u|2 + |u|2 dx− 1
p∗

∫

Ω

|u+|p
∗
dx− λ

q

∫

∂Ω

|u+|q dσ,

To prove our existence result, since we have lost the compactness in the inclusion
H1(Ω) ↪→ L2N/(N−2)(Ω), we can no longer expect the Palais-Smale condition to
hold. Anyway we can prove a local Palais-Smale condition that will hold for F(u)
below a certain value of energy.

The technical result used here, the concentration compactness method, is mainly
due to [21], [22]. Let

(7.2) S = inf
u∈H1(Ω)

∫

Ω

|∇u|2 + |u|2
(∫

Ω

|u|p∗
)2/p∗ .

Now we can prove a local Palais-Smale condition below some energy level, related
to the value of S.

Lemma 7.1. Let uj ∈ H1(Ω) be a Palais-Smale sequence for the functional F+

given in (7.1) with energy level c < 1
N S

N
2 , that is

F+(uj) → c, F ′+(uj) → 0,

then there exists a convergent subsequence ujk
→ u in H1(Ω). Here S is given by

formula (7.2).
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Proof. As before we can prove that uj is bounded in H1(Ω). Hence, using the
results of [21], [22], there exists a subsequence, that we still call uj , and some
points x1, ..., xl ∈ Ω, such that

uj ⇀ u, weakly in H1(Ω),

uj → u, strongly in Lq(∂Ω),

|∇uj |2 ⇀ dµ ≥ |∇u|2 +
∑l

k=1 µkδxk
,

|(uj)+|p∗ ⇀ dη = |u+|p∗ +
∑l

k=1 ηkδxk
.

Let φ ∈ C∞(RN ) such that

φ ≡ 1 in B(xk, ε), φ ≡ 0 in B(xk, 2ε)c, |∇φ| ≤ 2
ε
,

where xk belongs to the support of the singular part of dη. Notice that xk may lie
at the boundary.

Consider {ujφ}. Obviously this sequence is bounded in H1(Ω). As F ′+(uj) → 0
in H1(Ω)′, we obtain that

lim
j→∞

〈F ′+(uj); φuj〉 = 0.

Then we have

0 = lim
j→∞

∫

Ω

∇uj∇(φuj) dx +
∫

Ω

φu2
j −

∫

Ω

|(uj)+|p
∗
φ− λ

∫

∂Ω

|(uj)+|qφ.

Hence
lim

j→∞

∫

Ω

∇uj∇(φuj) dx = −
∫

Ω

φu2 +
∫

Ω

φdη + λ

∫

∂Ω

|u+|qφ.

Therefore

lim
j→∞

∫

Ω

uj∇uj∇φdx = −
∫

Ω

φu2 +
∫

Ω

φdη + λ

∫

∂Ω

|u+|qφ−
∫

Ω

φdµ.

Now, by Hölder inequality and weak convergence, we obtain

0 ≤ lim
j→∞

∣∣∣∣
∫

Ω

uj∇uj∇φ dx

∣∣∣∣

≤ lim
j→∞

(∫

Ω

|∇uj |2dx

)1/2 (∫

Ω

|∇φ|2|uj |2dx

)1/2

≤ C

(∫

B(xk,2ε)∩Ω

|∇φ|2|u|2dx

)1/2

≤ C

(∫

B(xk,2ε)∩Ω

|∇φ|Ndx

)1/N (∫

B(xk,2ε)∩Ω

|u|2N/(N−2)dx

)(N−2)/2N

≤ C

(∫

B(xk,2ε)∩Ω

|u|2N/(N−2)dx

)(N−2)/2N

→ 0 as ε → 0.

Then

lim
ε→0

[
−

∫

Ω

φu2 +
∫

Ω

φdη + λ

∫

∂Ω

|u+|qφ−
∫

Ω

φ dµ

]
= ηk − µk = 0.
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We conclude that
ηk = µk.

On the other hand, by (7.2) it holds that

‖v‖L2N/(N−2)(Ω)S
1/2 ≤ ‖v‖H1(Ω)

for all v ∈ H1(Ω). Then
(∫

Ω

|ujφ|2N/(N−2)

)(N−2)/2N

S1/2 ≤
(∫

Ω

|∇(ujφ)|2 + |ujφ|2
)1/2

.

Hence(∫

Ω

|φ|2N/(N−2) dη

)(N−2)/2N

S1/2 ≤
(∫

Ω

φ2 dµ + |∇φ|2u2 + |uφ|2
)1/2

.

Then

(7.3) η
(N−2)/N
k S ≤ µk.

Therefore we must have

µk = ηk = 0 or ηk ≥ SN/2.

If we have the last possibility, that is ηk ≥ SN/2 for some k, then

c = lim
j→∞

F+(uj) = lim
j→∞

F+(uj)− 1
2
〈F ′+(uj); φuj〉

=
1
N

∫

Ω

|u+|2N/(N−2) +
1
N

∫

Ω

dη + λ

(
1
2
− 1

q

) ∫

∂Ω

|u+|q

≥ 1
N

SN/2,

a contradiction that proves that all the ηk vanishes. It follows that∫

Ω

|(uj)+|2N/(N−2) →
∫

Ω

|u+|2N/(N−2)

and therefore (uj)+ → u+ in L2N/(N−2)(Ω). Now the proof finishes using the
continuity of the operator A = (−∆ + I)−1. ¤
Proof of Theorem 1.3: In view of the previous result, we seek for critical values
below level c. For that purpose, we want to use the Mountain Pass Lemma. Hence
we have to check the following conditions:

1) There exist constants R, r > 0 such that if ‖u‖H1(Ω) = R, then F+(u) > r.

2) There exists v0 ∈ H1(Ω) such that ‖v0‖H1(Ω) > R and F+(v0) < r.

Let us first check 1). By the Sobolev embedding Theorem we have,

F+(u) =
1
2
‖u‖2H1(Ω) −

(N − 2)
2N

∫

Ω

|u+|2N/(N−2) − λ

q

∫

∂Ω

|u+|q

≥ 1
2
‖u‖2H1(Ω) −

(N − 2)
2N

C‖u‖2N/(N−2)
H1(Ω) − λS

q
‖u‖q

H1(Ω).

Let

g(t) =
1
2
t2 − (N − 2)

2N
Ct2N/(N−2) − λS

q
Ctq.

It is easy to check that g(R) > r for some R, r > 0.
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Condition 2) is immediate as for a fixed w ∈ H1(Ω) with w |∂Ω 6≡ 0 we have

lim
t→∞

F+(tw) = −∞.

Now the candidate for critical value according to the Mountain Pass Theorem is

c = inf
φ∈C

sup
t∈[0,1]

F+(φ(t)),

where C = {φ : [0, 1] → H1(Ω) ; φ is continuous and φ(0) = 0, φ(1) = v0}. The
problem is to show that c < 1

N S
N
2 in order to apply the local Palais-Smale condition.

First, let us prove the easiest case: an existence result for λ large.

We fix w ∈ H1(Ω) with ‖w‖L2N/(N−2)(Ω) = 1, and define h(t) = F+(tw). We
want to study the maximum of h. As limt→∞ h(t) = −∞ it follows that there exists
a tλ > 0 such that supt>0 F+(tw) = h(tλ). Differentiating we obtain,

0 = h′(tλ) = tλ‖w‖2H1(Ω) − t
(N+2)/(N−2)
λ − λtq−1

λ ‖w‖q
Lq(∂Ω),

from where it follows that

‖w‖2H1(Ω) = t
4/(N−2)
λ + λtq−2

λ ‖w‖q
Lq(∂Ω).

Hence
tλ ≤ ‖w‖(N−2)/2

H1(Ω) .

As t
4

N−2−q+2

λ + λ‖w‖q
Lq(∂Ω) → +∞ when λ → +∞, we obtain that

(7.4) lim
λ→∞

tλ = 0.

On the other hand, it is easy to check that if λ > λ̃ it must be F+(tλ̃w) ≥ F+(tλw),
so by (7.4) we get

lim
λ→∞

F+(tλw) = 0.

But this identity means that there exists a constant λ1 > 0 such that if λ ≥ λ1,
then

sup
t≥0

F+(tw) <
1
N

S
N
2 ,

and the proof is finished if we choose v0 = t0w with t0 large in order to have
F+(t0w) < 0.

Now we deal with the more delicate problem: we prove that there exists a solution
for every λ > 0. We recall that we have

(7.5) S = inf
u∈H1(Ω)

∫

Ω

|∇u|2 + |u|2
(∫

Ω

|u|p∗
)2/p∗ ,

and as before we want to find a path with energy c < 1
N S

N
2 in order to apply the

local Palais-Smale condition.
Let

(7.6) Ssob = inf
u∈H1

0 (Ω)

∫

Ω

|∇u|2
(∫

Ω

|u|p∗
)2/p∗ ,
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that is the well known Sobolev constant for the embedding H1
0 (Ω) ↪→ Lp∗(Ω).

First we state the following result, the proof can be found in [1].

Lemma 7.2. Let S the constant given by (7.5) and Ssob the best constant of the
embedding H1

0 (Ω) ↪→ Lp∗(Ω), then there exists η > 0 depending on Ω such that

S <
Ssob

22/N
− η.

Proof : This follows concentrating a family of Sobolev minimizers at a point
x0 ∈ ∂Ω. See [1] for the details. ¤

This lemma, jointly with a careful reading of the concentration compactness
results by P.L.Lions (see [21], [22], and [20]), allows us to improve estimate (7.3):

Lemma 7.3. Let uj be a sequence in H1(Ω) such that

uj ⇀ u, weakly in H1(Ω),

uj → u, strongly in Lq(∂Ω),

|∇uj |2 ⇀ dµ ≥ |∇u|2 +
∑l

k=1 µkδxk
,

|uj |p∗ ⇀ dη = |u|p∗ +
∑l

k=1 ηkδxk
.

Then
µk ≥ Ssob η

2/p∗

k , xk ∈ int Ω

µk ≥ Ssob

22/N
η
2/p∗

k , xk ∈ ∂Ω.

Proof : First, (7.3) implies that there are a finite number of points xk.
Notice that if xk ∈ intΩ the conclusion follows by the results of [21], [22]. Hence

let us assume that xk ∈ ∂Ω.
Let φ ∈ C∞(RN ) such that

φ ≡ 1 in B(xk, ε), φ ≡ 0 in B(xk, 2ε)c, |∇φ| ≤ 2
ε
,

where xk belongs to the support of dη, and ε is small, in such a way that xk is the
unique singular point contained in the support of φ. And let

uj − u = ũj , vj = φũj .

We have that∫

Ω

|∇vj |2 =
∫

Ω

|∇(φũj)|2 =
∫

Ω

φ2|∇ũj |2 +
∫

Ω

|∇φ|2(ũj)2 +
∫

Ω

φũj∇ũj∇φ.

The first term converges as j →∞ to µk,
∫

Ω

φ2|∇ũj |2 →
∫

Ω

φ2dµ = µk.

The second term goes to zero as j →∞,
∫

Ω

|∇φ|2(ũj)2 → 0.
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The last term also goes to zero as j →∞
∫

Ω

φũj∇ũj∇φ ≤
(∫

Ω

φ2ũ2
j

)1/2 (∫

Ω

|∇φ|2|∇ũj |2
)1/2

≤
(∫

Ω

φ2ũ2
j

)1/2
K

ε
→ 0.

On the other hand
(∫

Ω

φp∗(ũj)p∗
)2/p∗

→ η
2/p∗

k j →∞.

Now we recall a crucial estimate from [31]. Taking into account that the boundary
of the domain is smooth, we have that there exists a function f(ε) with f(ε) → 0
as ε → 0 such that

Ssob

22/N
− f(ε) ≤

∫

Ω

|∇vj |2
(∫

Ω

vp∗
j

)2/p∗ →
µk

η
2/p∗
k

.

We end the proof just taking ε → 0. ¤

With this Lemma we can prove that the constant S is attained.

Lemma 7.4. There exists a positive function vS ∈ H1(Ω) such that

(7.7) S =

∫

Ω

|∇vS |2 + |vS |2
(∫

Ω

|vS |p
∗
)2/p∗ .

Proof. Let uj be a minimizing sequence for (7.7). We normalize the sequence
imposing that

‖uj‖Lp∗ (Ω) = 1.

As uj is bounded in H1(Ω) we have that (up to a subsequence)

uj ⇀ vS , weakly in H1(Ω),

|∇uj |2 ⇀ dµ ≥ |∇vS |2 +
∑l

k=1 µkδxk
,

|uj |p∗ ⇀ dη = |vS |p∗ +
∑l

k=1 ηkδxk
.

As ‖uj‖Lp∗ (Ω) = 1 we have that

∫

Ω

|vS |p
∗

+
l∑

k=1

ηk = 1.

As
l∑

k=1

ηk ≤ 1,
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and since 2/p∗ < 1, we get

l∑

k=1

η
2/p∗

k ≥
(

l∑

k=1

ηk

)2/p∗

.

Hence the previous Lemma implies that

S = lim
n→∞

∫

Ω

|∇uj |2 + |uj |2 ≥
∫

Ω

|∇vS |2 + |vS |2 +
l∑

k=1

µj

≥ S
(
‖vS‖p∗

)2/p∗

+
Ssob

22/N

l∑

k=1

η
2/p∗

j ≥ S

[(
‖vS‖p∗

)2/p∗

+
l∑

k=1

η
2/p∗

j

]
≥ S.

If there exists any concentration phenomena then, using Lemma 7.2 the inequality
is strict, a contradiction. We conclude that ηj = µj = 0 and hence

S =
∫

Ω

|∇vS |2 + |vS |2,

with ∫

Ω

|vS |p
∗

= 1.

This proves that S is attained at vS . Taking absolute value if necessary we may
assume that vS ≥ 0. ¤

Now let vS ∈ H1(Ω) be a function where S is attained. We normalize vS imposing
that

‖vS‖Lp∗ (Ω) = 1.

Let us prove that

(7.8) ‖vS‖Lq(∂Ω) ≥ c > 0.

To see this fact we argue by contradiction. Assume that vS ≡ 0 on ∂Ω, hence
vS ∈ H1

0 (Ω). The definition of the Sobolev constant, (7.6), gives

Ssob = Ssob

(∫

Ω

|vS |p
∗
)2/p∗

≤
∫

Ω

|∇vS |2.

Therefore

Ssob ≤
∫

Ω

|∇vS |2 ≤
∫

Ω

|∇vS |2 + |vS |2 = S,

a contradiction with Lemma 7.2 that proves (7.8).

Now we choose h(t) = F+(tvS). We want to study the maximum of h. As
limt→∞ h(t) = −∞ it follows that there exists tλ > 0 such that supt>0 h(t) = h(tλ).
Differentiating we obtain,

0 = h′(tλ) = tλ‖vS‖2H1(Ω) − t
(N+2)/(N−2)
λ − λtq−1

λ ‖vS‖q
Lq(∂Ω)

from where it follows that

S = ‖vS‖2H1(Ω) = t
4/(N−2)
λ + λtq−2

λ ‖vS‖q
Lq(∂Ω).

Hence
tλ ≤ ‖vS‖(N−2)/2

H1(Ω) = S(N−2)/4.
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Then

h(tλ) = F+(tλvS) =
t2λ
2

∫

Ω

|∇vS |2 + |vS |2 dx− tp
∗

λ

p∗

∫

Ω

vp∗

S dx− λtqλ
q

∫

∂Ω

vq
S dσ

=
t2λ
2

S − 1
p∗

(t2λS − λtqλ

∫

∂Ω

|vS |q dσ)− λtqλ
q

∫

∂Ω

|vS |q dσ

≤ t2λ

(
1
N

S − Ctq−2
λ λ

)
≤ 1

N
SN/2 − C.

But this means that

sup
t≥0

F+(tvS) <
1
N

S
N
2 ,

and the proof is finished if we choose v0 = t0vS with t0 large in order to have
F+(t0vS) < 0. ¤

8. The critical case II. p = p∗ = 2N/(N − 2), 1 < q < 2.

In this section we prove that, in the critical case p = p∗ with a concave boundary
term, i.e., 1 < q < 2, there exists Λ such that there are at least two positive solutions
for λ < Λ, at least one positive solution for λ = Λ and no positive solution for λ > Λ.

As in section 5 we consider the functional,

(8.1) F+(u) =
1
2

∫

Ω

|∇u|2 + |u|2 dx− 1
p∗

∫

Ω

up∗
+ dx− λ

q

∫

∂Ω

uq
+ dσ,

As before, nontrivial critical points are weak solutions of
{
−∆u + u = up∗−1

+ in Ω,
∂u
∂ν = λuq−1

+ on ∂Ω.

The minimum principle and the Hopf Lemma say that if u is nontrivial the minimum
of u must be positive, therefore nontrivial critical points of (8.1) are in fact positive
weak solutions of (1.1). Moreover, let

Λ = sup{λ such that (1.1) has a nontrivial positive solution}.
We recall that in section 4 we have proved that for λ large there is no positive
solution, therefore Λ is finite.

Also, we recall from section 6, that Lemma 6.1 and Lemma 6.2 are valid if p = p∗

hence we have that

Lemma 8.1. Let 1 < q < 2 < p = p∗ and λ < Λ such that there exists a positive
solution of (1.1). Then there exists a positive minimal solution of (1.1). Moreover
if u1 and u2 are two minimal solutions corresponding to λ1 < λ2 respectively, then

u1 < u2

in Ω.

Moreover, also Lemma 6.3 holds true and therefore we have that,

Lemma 8.2. For every λ < Λ the functional F+ has a solution, u0, that is a local
minimum in the C0 topology.
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As before, let us look for a second positive solution of the form

u = u0 + v,

with v > 0. The problem that v satisfies is the following

(8.2)

{
−∆v + v = (u0 + v)p∗−1 − up∗−1

0 in Ω,
∂v
∂ν = λ(u0 + v)q−1 − λuq−1

0 on ∂Ω.

Let

f(x, s) =
{

(u0 + s)p∗−1 − up∗−1
0 s ≥ 0,

0 s < 0,

and

g(x, s) =
{

λ(u0 + s)q−1 − λuq−1
0 s ≥ 0,

0 s < 0.

With these functions f and g we define

F(u) =
1
2

∫

Ω

|∇u|2 + |u|2 dx−
∫

Ω

F (u) dx−
∫

∂Ω

G(u) dσ,

where F and G are primitives of f and g respectively.

Lemma 8.3. The functional F has a local minimum at v ≡ 0 in the H1(Ω) topol-
ogy.

Proof. It follows as Lemma 6.4. ¤

Lemma 8.4. If u = 0 is the only critical point of F then the functional F verifies
the Palais-Smale condition below the level

c∗ =
(Ssob)N/2

2N
.

Proof. It follows as in Lemma 7.1. Consider a Palais-Smale sequence un at level c,
that is a sequence such that

F(un) → c, F ′(un) → 0.

One can prove that un is bounded and hence there exists a subsequence such that
un ⇀ u weakly in H1(Ω). Using this weak convergence we obtain that u is a critical
point of F and therefore u = 0. By the same arguments of Lemma 7.1 we have
that un concentrates with ηk = µk. Hence, using Lemma 7.3, we have that if

c <
(Ssob)N/2

2N
,

then un converges strongly, and no concentration phenomena takes place. ¤

Now let us prove that there exists a second solution.

Lemma 8.5. There exists a critical point v 6= 0 of the functional F .

Proof. By contradiction: assume that there is no solution v 6= 0. In this case, as
in section 6, we want to find a path with energy under the critical level c∗. To this
end we choose vS , a normalized minimizer of (7.5) in such a way that

‖vS‖Lp∗ (Ω) = 1.

We consider
h(t) = F(tvS).
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We want to study the maximum of h. As limt→∞ h(t) = −∞ it follows that
there exists a tλ > 0 such that

sup
t>0

F(tvS) = h(tλ).

Differentiating we obtain,

0 = h′(tλ) = tλ‖vS‖2H1(Ω) −
∫

Ω

(
(u0 + tλvS)p∗−1vS − up∗−1

0 vS

)
dx

−
∫

∂Ω

(
(u0 + tλvS)q−1vS − uq−1

0 vS

)
dσ.

Using the elementary inequality

(1 + x)p∗−1 − 1 ≥ xp∗−1,

valid for any x ≥ 0, it follows that

(u0 + tλvS)p∗−1vS − up∗−1
0 vS ≥ tp

∗−2
λ vp∗

S ,

and therefore,

‖vS‖2H1(Ω) ≥ t
4/(N−2)
λ .

In particular,

tλ ≤ ‖vS‖(N−2)/2
H1(Ω) = S

N−2
4 .

Hence, using
(1 + x)p∗ − p∗x ≥ xp∗ ,

we conclude
(u0 + tλvS)p∗

p∗
− up∗−1

0 tλvS ≥ (tλvS)p∗

p∗

which leads to

F(tλvS) =
t2λ
2

∫

Ω

|∇vS |2 + |vS |2 dx−
∫

Ω

( 1
p∗

(u0 + tλvS)p∗ − up∗−1
0 tλvS

)
dx

−λ

∫

∂Ω

(1
q
(u0 + tλvS)q − uq−1

0 tλvS

)
dσ

≤ 1
2
S

N
2 − 1

p∗
tp
∗

λ − λ

∫

∂Ω

(1
q
(u0 + tλvS)q − uq−1

0 tλvS

)
dσ

≤ 1
N

S
N
2 − λ

∫

∂Ω

(1
q
(u0 + tλvS)q − uq−1

0 tλvS

)
dσ

Finally, taking into account that 1
q (u0 + tλvS)q − uq−1

0 tλvS > 0, and using Lemma
7.2, we get

sup
t≥0

F(tvS) <
1
N

S
N
2 <

Ssob

22/N
,

and the proof is finished if we choose v0 = t0vS with t0 large in order to have
F(t0vS) < 0. ¤
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Remark 8.1. Notice that lemma 8.4 is just a step in a proof by contradiction: we
prove that if u ≡ 0 is the unique critical point of F , then F satisfies a Palais-Smale
condition, and therefore, since it has the right geometry, it must have a Mountain-
Pass solution. Therefore, u ≡ 0 is not the unique critical point, a contradiction
which implies that in fact there exists a second solution. But we cannot say in
general that this second solution is of Mountain-Pass type, nor that F satisfies in
general the Palais-Smale condition.

We finish this section observing that the arguments used in section 6 to obtain
a nontrivial solution for λ = Λ also hold in this case.

9. Perturbative aproach. Positive solutions for λ small

In this section we use the implicit function theorem to get the existence of a pos-
itive solution for λ small, which corresponds to a branch of solutions that converges
to u0 ≡ 1 when λ goes to zero. The advantage of this procedure is that there is no
restriction on p nor on q. On the other hand this method only gives a solution for
λ small and there is also a restriction on the domains that we can deal with.

Let K1 : Cα → Cα and K2 : Cα → Cα be given by K1(f) = u1, K2(g) = u2

where u1 and u2 are weak solutions of
{ −∆u1 + u1 = f in Ω,

∂u1
∂ν = 0 on ∂Ω,

and { −∆u2 + u2 = 0 in Ω,
∂u2
∂ν = g on ∂Ω,

respectively. The regularity results in section 4 imply that K1 and K2 are well
defined. With K1 and K2 we can define

Φ : [0, +∞)× Cα(Ω) → Cα(Ω)

as follows,
Φ(λ, u)(v) = u−K1(|u|p−2u)− λK2(|u|q−2u).

We want to solve
Φ(λ, u) = 0.

In fact if (λ, u) verifies Φ(λ, u) = 0 we get a weak solution of (1.1). We have

Φ(0, 1) = 0.

We want to apply the implicit function theorem near the point (0, 1). To this end
we compute Ker(DuΦ(0, 1)). Then if w ∈ Ker(DuΦ(0, 1)), w is a weak solution of

(9.1)
{ −∆w + w = (p− 1)w in Ω,

∂w
∂ν = 0 on ∂Ω.

Hence we have to assume that p−1 6∈ σNeu(−∆+I) to get that KerDu(Φ)(0, 1) = 0.
Therefore we can apply the implicit function theorem that provides a curve (λ, uλ)
of solutions of

Φ(λ, uλ) = 0,

with uλ → 1 in Cα(Ω) as λ → 0.



28 J. GARCIA-AZORERO, I. PERAL AND J.D. ROSSI

10. A bifurcation result. The case q = 2 with 2 < p < p∗.

In this section we deal with q = 2. In this case we have a bifurcation problem.

First let us see that if there exists a positive solution u then λ < λ1. To see this
fact just take as test function in the weak form of (1.1) ϕ1, the positive eigenfunction
associated to λ1. We get∫

Ω

∇u∇ϕ1 +
∫

Ω

uϕ1 =
∫

Ω

up−1ϕ1 + λ

∫

∂Ω

uq−1ϕ1.

Using that ϕ1 is an eigenfunction associated to λ1 we obtain

(λ1 − λ)
∫

∂Ω

uq−1ϕ1 =
∫

Ω

up−1ϕ1 > 0,

and hence λ < λ1.

We observe that we can apply the global bifurcation theorem of Rabinowitz, [25],
writing the problem as in the previous section

Φ(λ, u)(v) = u−K1(|u|p−2u)− λK2(|u|q−2u) = 0,

for u ∈ Cα. In this way we obtain a branch of positive solutions emanating from
(λ1, 0) to the left, that is with λ < λ1.

From the previous a priori bound obtained in section 3 we get that this branch of
positive solutions must intersect λ = 0 proving that there exists a positive solution
for every 0 < λ < λ1.
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[17] B. Hu, Nonexistence of a positive solution of the Laplace equation with a nonlinear boundary
condition, Differential Integral Equations. Vol. 7, Nro. 2 (1994), 301-313.

[18] B. Hu and Hong-Ming Yin. The Profile Near Blow-up Time for the Solution of the Heat
Equation with a Nonlinear Boundary Condition. Trans. Amer. Math. Soc 346 (1) (1994),
117–135.

[19] M.A. Krasnoselski, Topological methods in the theory of nonlinear integral equations,
Macmillan, New York (1964).

[20] P. L. Lions, F. Pacella and M. Tricarico, Best constants in Sobolev inequalities for functions
vanishing on some part of the boundary and related questions. Indiana Univ. Math. J. Vol.
37 (2), (1988), 301–324.

[21] P.L. Lions, The concentration-compactness principle in the calculus of variations. The limit
case, part 1, Rev. Mat. Iberoamericana. Vol. 1 No.1 (1985), 145-201.

[22] P.L. Lions, The concentration-compactness principle in the calculus of variations. The limit
case, part 2, Rev. Mat. Iberoamericana. Vol. 1 No.2 (1985), 45-121.

[23] M. Montenegro and M. Montenegro, Existence and nonexistence of solutions for quasilinear
elliptic equations, J. Math. Anal. Appl. Vol. 245 (2000), 303-316.

[24] D. Pierrotti and S. Terracini. On a Neumann problem with critical exponent and critical
nonlinearity on the boundary. Comm. Partial Differential Equations. Vol. 20 (7&8) (1995),
1155-1187.

[25] P. Rabinowitz, Minimax methods in critical point theory with applications to differential
equations, CBMS Regional Conf. Ser. in Math., no. 65, Amer. Math. Soc., Providence, R.I.
(1986).

[26] D. F. Rial and J. D. Rossi. Blow-up results and localization of blow-up points in an n-
dimensional smooth domain. Duke Mathematical Journal. Vol. 88 (2), (1997), 391-405.

[27] G. Stampacchia. Problemi al contorno ellitici, con dati discontinui, dotati di soluzioni
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