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ABSTRACT. In this paper we study the dependence of the first eigenvalue
of the infinity Laplace with respect to the domain. We prove that this
first eigenvalue is continuous under some weak convergence conditions
that are fulfilled when a sequence of domains converges in Hausdorff
distance. Moreover, it is Lipschitz continuous but not differentiable
when we considers deformations obtained via a vector field. Our results
are illustrated with simple examples.

1. INTRODUCTION.

Eigenvalue problems have been studied by many authors and is by now a
classical subject. Maximization or minimization of eigenvalues is an active
subject of research; see the survey [9]. Let © € RY be a bounded domain
and consider Apu = div (\Vu|p*2Vu), the p—laplacian. Associated with
the p—Laplacian there is a sequence of eigenvalues (note that, in general,
it is not known if this sequence constitutes the whole spectrum), that is, a
sequence \; such that there are nontrivial solutions to the problem

_ = p—2
(1.1) { Apu = Aglu|P~u, Q,

u =0, 09,
see [7]. It is also known that the first eigenvalue is isolated, simple (see [1]
and [14]) and can be variationally characterized as

IVull}
Mp(Q) = inf
ueWy P (Q) HUHLp(Q)
In [8] it is studied the dependence of the first eigenvalue with respect to the
domain. It is proved there that when the domain is perturbed following a
vector field (see below), then the derivative of A1 ,(€) is given by

961
on

p

Dy A1 p(Q) = —(p—1) /a Ka do.
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Here V is the deformation field, 7 is the exterior unit normal to 92 and ¢, is
the associated positive eigenfunction normalized according to ||¢1 || () = 1.

The limit operator lim,_.o. Ap = Ay is the co-Laplacian given by Au =
(D*>uDu, Du) = Zgjzl 887“]_ 82'25@ g—; in the sense that solutions to A,u, =0
with a Dirichlet data u, = f on 02 converge as p — oo to the solution to
Asu = 0 with w = f on 09 in the viscosity sense (see [3], [5] and [6]).
This operator appears naturally when one considers absolutely minimizing
Lipschitz extensions in §2 of a boundary data f (see [2], [3], and [11]).

The limit as p — oo of the eigenvalue problem was studied in [13], [12]
and an anisotropic version in [4]. In those papers the authors prove that

Vol

(1.2) lim (A ()7 =M\(Q) = i :
p—0o0 vEW, ™ (Q) ||U||Loo(Q)

In addition, we have existence of extremals, i.e., functions where the above
infimum is attained. These extremals can be constructed taking the limit
as p — oo in the eigenfunctions of the p—laplacian eigenvalue problem (see
[12]) and are viscosity solutions of the following eigenvalue problem (called
the infinity eigenvalue problem in the literature):

min {|Du| — Mju, —Asu} =0 in Q,
u=20 on 0f.

Note that it is not known if this first eigenvalue is simple.

(1.3)

By looking at the variational quotient that defines A1 (), in [12] it is also
proved that the first eigenvalue has a simple geometrical characterization,
it holds that

(1.4) A(Q) = =

where R(Q2) is the largest possible radius of a ball contained in . This
characterization of the first eigenvalue will be a key tool in our analysis.

Our main goal in this paper is to look at the dependence of this first
eigenvalue for the infinity Laplacian, (), with respect to the domain.
Note that the equation for the eigenfunctions, (1.3), is not linear, not in
divergence form, and, in addition, no regularity result is known for the
eigenfunctions (further than continuity and the fact that they belong to
I/VO1 2°(€)). Also remark that the variational quotient (1.2) does not involve
LP-integrals but the L°°-norm that is not differentiable. In addition, even
for © being a polygon it is hard to compute R(£2). These facts make the
study of the dependence of \1(£2) on the domain a nontrivial task.

First, we show that A;(€2) depends continuously on 2. To this end we let
Q; be a bounded sequence of domains (we assume that there exists a compact
set K with ©; C K, Vt) that converge to 2 as t — 0 in the following sense:

(1.5) Given B CC Q it holds that B CC €, Vt small enough.
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(1.6) If A CC Qy; for a subsequence t; — 0 then A CC Q.
Let us denote by A1 (£2;) the first eigenvalue of the infinity Laplacian in €.

Theorem A. The eigenvalue () is continuous with respect to 2. More
precisely, let Q; be a sequence converging to € in the sense that both (1.5)
and (1.6) are verified, then

}in(l) /\1 (Qt) = )\1 (Q)

Remark that if we have that the Haussdorf distance between Q and 2,
H(£2, ), goes to zero then (1.5) and (1.6) are fulfilled. Therefore, we have
that

lim H(Qr, Q) = 0 = lim A1 () = M (2),

Next, we study the first variation with respect to a vector field (also
called shape derivative). To this end, we consider a continuous vector field
V : RV — RV, the deformation field, and for small t € R, the perturbed
domains

(1.7) Q= {Id+tV)(Q) ={z+tV(x), z €},

see [10] and [15] for details concerning these kind of deformations. Thus
our aim is to study the behaviour of A1(€;) — \1(2) as t — 0. We find that
the first eigenvalue is Lipschitz continuous but, in general, not differentiable.
This fact has to be contrasted with the previously mentioned differentiability
of the first eigenvalue of the p—Laplacian.

Theorem B. Consider deformations of the domain given by (1.7), then the
first eigenvalue \1(€) is Lipschitz continuous with respect to t at t = 0.
More precisely, there exists a constant C' = C(2, V') such that

(1.8) A (€) = M(Q)] < Clt]

for every t small enough. However, \1(£;) may be not differentiable with
respect to t at t = 0. Indeed, there exists a domain § and a vector field V
such that

(1.9) i MO =) M) =A@
t—0+ t 10— n

Note that our results imply that the largest radius of a ball contained in (2,
R(€2), depends continuously with respect to the domain and, in addition, it
is Lipschitz continuous but in general not differentiable when one considers
deformations of the domain driven by a vector field.

However, there are explicit examples for which A;(£2;) is differentiable at
t = 0 and, moreover, in some cases the derivative can be explicitly computed.
We collect these examples in the final section.
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2. CONTINUOUS DEPENDENCE

Our aim in this section is to prove Theorem A, our general continuity
result of A;(Q) with respect to Q. Note that here we are not restricting
ourselves to deformations given by a vector field.

Proof of Theorem A. We use the characterization of \1(£2) given by (1.4),
therefore our task is to show continuity of R(€2), the largest radius of a ball
contained in (2.

Let g € € be a point such that there is a ball included in €2 centered at
that point with the largest possible radius, that is, such that,

B(xg, R(22)) C Q.
Then, for every € > 0, we have
B(zg, R(Q) —e) CC Q.
By (1.5) we also have
B(zg, R(Q) —e) CC
and we conclude that, for ¢ small enough, it holds
R() > R(Q) —e.
As ¢ is arbitrary, we conclude that
h?l,iglf R(%) > R(1).
Now, let
B(xy, R(2)) C Q.

Since all the €); are contained in a fixed compact set K for every ¢, we can
extract a subsequence ¢; — 0 such that

xj —x9 and R(Q;) — Ro.
Then, for a fixed € > 0, we have, for ¢ small enough
B(xg, Ry — ¢) CC B(x, R(S%)) C Q,
and hence, passing to the limit and using (1.6), we get
B(xzg, Ry —¢) C Q.

Hence, as this holds for any € > 0, we get that any possible limit of R(£2;),
Ry, verifies

Ry < R(Q),
and we conclude that
limsup R(€%) < R(92).

t—0
This ends the proof. ([l
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3. LIPSCHITZ DEPENDENCE

In this section we prove Theorem B. As we mentioned in the Introduction,
we restrict ourselves to deformations of the form

Q= {UId+tV)(Q) ={x+tV(z), v € Q}

and study the quotients
A1(92) — A1 ()
; .

Proof of Theorem B. Again we use the characterization of A;(Q) in terms
of the largest radius of a ball included in 2, that is given by (1.4). We have

R(Q)? = max mi —ul?
() geéygé%tlxt Yt

1;1621%;16118%\1’ y+t(V(z)—V(y))l

= max min |z — y/*
z€Q yeoN

+2t((x —y), (V(2) = V() + |V (2) = V(y)|*.

Therefore there exists a constant C' depending on 2 and V such that for ¢
small,

[R(Q)* = R(Q)*| < Ct|

and then the Lipschitz continuity of R(2) follows using that R(2) is con-
tinuous (by our previous result, Theorem A). In fact,

[R() — RQ)] _ [R()* - R(Q)? _ C

i RO+ RO REQ)

for every t small enough.

Next, we present a simple example that shows that R(€2) (and hence
A1(Q)) is not differentiable. Let us consider Q = B(0,1) in R? and the
vector field V(z,y) = (0,y). Then

R(Q) =1
and
1 t>0,
R(Qt):{1+t t<0.
Therefore, we get
o BQO=R@ L RQ) - RO)
t—0+ t t—0— t

and we conclude that R() is not differentiable. O
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4. EXAMPLES

In this section we collect simple examples that illustrate the behaviour of
A1(Q).

First, let us compute the derivative when the deformation given by the
vector field V' does not affect the boundary of €2 near the points where the

closure of the maximal balls touch the boundary. In this case the derivative
of \1(Q) is zero.

Given a domain {2 let us define the set of contact points as the set of
points on the boundary that are touched by the closure of a ball of radius
R(Q) included in Q, that is,

CP(Q) = {z € 00N B(xzy, R()), for some B(zo, R()) C Q}.
Note that the number of points in the contact set is always greater or equal

than 2 (a ball of the largest possible radius can not touch the boundary of
the domain at only one point).

One can show that if the vector field verifies
V=0,

in a neighborhood of C'P(2) then the derivative of R(2), as well as the
derivative of A1(2), exists and is zero, that is,

(4.1) lim R(Qt)t_R(Q) = lim A1 () t— AL(©2)

In fact it holds that

=0.

R(S4) = R(Q)
for every t small enough. To see this we argue as follows: first, from the fact
that V = 0 near the contact points we get that

R(%) > R(QY)

for small t. Now, if R(€;) > R(2) for a sequence ¢ — 0 then we have that
there are balls B(z¢, R(§2)) C €. Extracting a subsequence if necessary we
get that z; — x¢ € Q) and we already know, from our continuity result, that
R(€%) — R(S2). Therefore, it is easy to check that the ball B(zg, R(Q2)) is
contained in € and hence its boundary must intersect 0€2 in C'P(2) but this
fact leads to a contradiction with V' = 0 near the contact set C'P(£2).

Note that (4.1) says that the first eigenvalue is not strictly monotone with
respect to the domain, in contrast to what happens for the p—Laplacian.

Also remark that we have shown that the limit (along subsequences) of
maximal balls in €y, B(x, R(€)) C €, is a maximal ball in Q. Hence,
any limit point of a sequence y; belonging to the contact sets C'P(£2;) is
contained in the contact set of the limit domain, C'P(f2).

There are trivial examples, like balls of the form B(0, 1 4 t), for which the
limit of the contact sets CP(B(0,1 + t)) is exactly the contact set of the limit
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domain, CP(B(0,1)). However, if we consider the rectangle Q =]0,2[x]0, 1|
and the vector field V(z,y) = (0,x) we obtain that CP(2) is the union of
two points and two segments,

CP(Q) = {(0,1/2),(2,1/2)} u{(0,z): 1/2 <z < 3/2}
U{(1,z): 1/2 <z <3/2},
while the contact set of €; consists just of three points and its limit as t — 0
is only {(3/2,0),(3/2,1),(2,1/2)} that is strictly contained in CP(f2).

Now we present an example in which R(€) is differentiable and the deriv-
ative is not zero. Take the simple example of the square Q =] — 1, 1[2C R?
with the vector field V' such that

(a,0) r=1-1<y<1,
V(z,y) = E(;bc’ 0 :i1:<_;:’<_11,?/ y:<171,
(0, —d) -l<z<ly=-1,
we have R(2) =1 and
R(Q,) = { 1+ min{%$?; <41 for t >0,
1 + max{%tb; <t} for t < 0.

Therefore in this case we have that R(Q) is differentiable if and only if
a+b=c+d and we get that the derivative is given by
R(%)—R(Q) a+d

lim =
t—0 t 2

Note that in this example we only have to take into account the value of
the vector field in a small neighborhood of the contact points between the
largest ball in € (that in this case is B(0, 1)) and the boundary of Q2. Those
contact points are given by (1,0), (0,1), (—=1,0) and (0, —1). Therefore we
can modify the vector field V' away from those points to obtain the same
conclusion for a smooth vector field.

Moreover, by the same reason, we can round the corners of the square
to obtain an example of a smooth domain and a smooth vector field V' for
which A1 is not differentiable.

Let us now show how to compute the derivative of R(€);) at t = 0 when
the domain Q is a triangle in R? with different vertices a, b, ¢ and the
considered differentiable vector field, V', gives us that €); is also a triangle.
Given t, the vertices of the triangle €, (9 = §2) will be denoted by

a'=a+tV(a), b =b+tV(b), and c' =c+tV(c).
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Moreover, if we write Li, L}, L} we mean the length of the side of the
triangle Q; joining a with b, b* with ¢! and ¢! with a! respectively, i.e.,

LY = Jla+tV(a) —b—tV(b)|ge,
Ly = |[b+tV(b) —c—tV(c)||ge,
Ly = |e+tV(c)—a—tV(a)|ge.

Note that R(€)) is the radius of the incircle or inscribed circle in the
triangle ;. Thus
A(S)
LY+ LY+ LY
where A(§2;) is the area of ;. Further, by Heron Formula for the area of a
triangle, we have

(4.2) R(y) =2

(4.3) A() = /PP~ L}) (P! — LY)(P' — L),

where Pt = J(L{ + L, + Lf).

Writing (4.3) in (4.2) we obtain an explicit formula for R(€2;) depending
only of L}, L and L.

Now, we observe that L}, L} and L} are differentiable with respect to .
Indeed, we have

Lt — LY 1

lim —— = f?<V(a)—V(b),a—b>,
L — L9 1

lim —=— = L8<V(b>—V(c>,b—c>,
Lt — L9 1

}g%% = L—g(V(c) - V(a),c—a)

So, we have that R(€);) is differentiable at ¢ = 0 and its derivative at the
origin can be computed explicitly and depends only on the derivative of L;,
j=1,2,3.
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