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Abstract

In this work we study a minimization problem with two-phases where in each phase region the
problem is ruled by a quasi-linear elliptic operator of p—Laplacian type. The problem in its variational

form is as follows:

rnvin / (1|VV|P+/'Lf(x)+f+(x)v> dx+ / <1|Vv\q+lg(x)+f,(x)v) dx
QN{v>0} QN{v<0}

Here we minimize among all admissible functions v in an appropriate Sobolev space with a prescribed
boundary datum v = g on dQ. First, we show existence of a minimizer, prove some properties, and
provide an example for non-uniqueness. Moreover, we analyze the limit case where p and ¢ go to infin-
ity, obtaining a limiting free boundary problem governed by the «o—Laplacian operator. Consequently,
Lipschitz regularity for any limiting solution is obtained. Finally, we establish some weak geometric
properties for solutions.
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1 Introduction

In the universe of the applied sciences, phase transition problems (or transmission problems) are often
models which involve different media and hence they involve different analytical processes in distinct
zones. Such phenomena appear in several fields as biology, material sciences, physics, etc. Moreover, its
study plays an essential role, for example, for mathematical modeling of composite materials, since they
deal with heterogenous media with distinct diffusive processes (cf. [9]] for a reference on this subject).
Finally, electromagnetic or thermodynamic processes with different diffusivity are other examples of phase
transition problems.

Equations related to phase transition problems involve (in general) different diffusivity laws. Such a
phenomena occurs due to different properties and distinct features of the media. Devices made of distinct
materials, Multi-constituent substances and anti-plane shear deformation are some examples of such pro-
cesses. Typical mathematical models of phase transition type are driven by a second order elliptic equations
of the form

(LD div(e VP 2Vi) +div((1 - 20) V' Vi) = o 300 + B(1 — 1) in Q,

where Q' € Q is a subregion and <7 and % are constants. In such modeling, knowing the local behaviour
of the associated solutions and their “transition surface”, namely d€2/, as well as its smoothness and weak
geometric properties play a crucial role in the physical-mathematical studies previously cited.

Another interesting physical motivation in the same spirit runs as follows: Consider the system com-
posed by an iced substance submerged in a heated liquid inhomogeneous medium. In order to understand
the phenomenon, we will focus our attention on the stationary case. For this very reason, when the tem-
perature ¥ is negative, the thermodynamic process is driven by a diffusion operator associated to the iced
substance. Thus, we can assume that

A,%(t) =0 inside the iced substance (for some 1 < p < o).

On the other hand, for positive temperatures, the thermodynamic process is driven by a diffusion operator
associated to the exterior inhomogeneous medium. Thus,

Ay (1) =0 in the exterior liquid (for some 1 < g < co with g # p).

Now, from thermodynamics’ laws, an extra energy (the latent heat flow) is required in order to change the
state of the matter. Mathematically speaking, this means that there exists a prescribed flux balance along
the phase transition {T = 0}. Precisely, there exists a mapping ¥, , : SN x S¥ — R such that

4y q(T,T,)=c¢ along {T =0},

where the constant ¢ # 0 means “the latent heat flow for melting”. In contrast with (I.T), in the previous
physical model, the phase transition is a priori unknown. Moreover, it depends on the solution itself.
Unifying the previous equations involved in the system, one finishes up with a nonhomogeneous elliptic
equation with a measure datum:

Apxicaoy+axgzaoy T(1) = (Ap (1)) X(z>0y + (A T(1)) Xz <0} = 1

where [ is a nonzero measure supported along the “phase transition surface” {¥ = 0}. Particularly, g is not
absolutely continuous with respect to the Lebesgue measure. Moreover, when {T = 0} is an (N — 1)-surface
(in the measure theoretic sense), then 4 = ¢|{¥ = 0} in the sense of measures.

The main goal of present manuscript is to provide a rigorous mathematical analysis, which includes
existence, regularity and some geometric properties for solutions to the phase transition problems involv-
ing free boundaries with different degenerate diffusion operators in each phase region, as happens in the
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previous example. Motivated by the analysis of the asymptotic behaviour of certain variational problems,
we will pay special attention to the analysis under the condition that the diffusivity degrees of each op-
erator are large enough. Intuitively, we would like to understand and describe the physical-mathematical
processes when the media tend to “homogenize”, i.e., as p, g diverges.

In the early 80’s in [[1] and [2] Alt-Caffarelli and Alt-Caffarilli-Friedman established the beginning
of the study of minimizing problems with free boundaries. Since then this research area has obtained a
significant development with regards to the regularity theory for solutions of such free boundary problems.
In this scenario, the minimizer satisfies a PDE within an a priori unknown region together with a free
boundary condition, and a key question consists in studying the regularity of such solution, as well as
the regularity of the associated free boundary. Recall that such solutions can be one-signed (one-phase
problems) or can change sign (two-phase problems). For example, a common two-phase free boundary
problem is to seek for a minimizer to the variational integral

1
(ACF) /Q <2 IVul* + A X0y + )LX{uSO}) dx

among all admissible functions with prescribed boundary datum. A local minimizer ug fulfils (in the weak
sense) the Dirichlet problem

—Aug = 0 in  ({up>0}U{up <0}°)NQ
up = g on 9Q,
as well as the following free boundary condition
\Vug|* —[Vug > =2(A+ — A=) on  ({up >0} Ud{up <0}°)NQ

understood in an appropriate weak sense.
With this preliminaries in mind let us introduce our two-phase free boundary problem. Let Q C RV
be a smooth and bounded domain, p,q > 2, fi € L*(Q), for s > max { %, % } 0 < Ay with Ay € LP(Q),

A_ € L1(Q), with AY = A7 (this is used to have a discontinuous flux) and g € WP (Q)nW4(Q)NL=(Q),
with, let us say, g™ # 0. The purpose of this manuscript is to study the following minimization problem:

(Min) min  Jpq[v] = Jpqluol,
VE%(IMI) (Q)

for the functional given by
N 1 1
(1.2)  Jpqlv] = /Qn{v>o} (va|p + A7 (x) +f+(x)v) dx+ (<0} (q|Vvq + A7 (x)+ f- (x)v) dx

and the class of functions
%(p’q) (Q) := {v e wlmin{ral(Q) |vhe Whr(Q),v- € Wh(Q),v = g on dQ in the sense of traces } .

In the following we will denote by Q7 [u] := {u > 0} NQ and Q~[u] := {u < 0} N Q, the positive and
negative phase respectively. Now, notice that any minimizer uy to (Min) satisfies, in the weak sense, the
following (p,q)-degenerate system

Apug = fi(x) in QFug)NQ
(1.3) Aquo = f—(x) in QFug)NQ
up(x) = g(x) on JQ.
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Moreover, we highlight that, due to the fact that we assumed Af # A7, the potential that appears
in our functional Fo(A—, A1) := A% (x) Xquy>0y + AL (X)X {ue<0) is discontinuous along the free boundary
points, enforcing the flux balance across the free boundary (in C'** smooth pieces of the free boundary that
separates the two phases)

(FBC) Gy (uf uy Ap A) 1= ”; @) — Ty ()~ A2 (x) + 20 () =0,

q

preventing any possible continuity for the gradient through free boundary. Here u;; are respectively the

normal derivatives in the inward direction to dQ* [u]. Notice that such discontinuity phenomenon along
the interface involve several technical difficulties in the treatment of these type of two-phase problems.
Particularly, existence of minimizers (that we prove in Section [3)) does not follow from standard methods
from Calculus of Variations. In fact, the main difficulty lies in the lack of convexity of the functional defined
in (1.2).

To gain some insight concerning possible configurations for (p, ¢) large, we are interested in the limiting
free boundary problem, namely the asymptotic profile when p,q goes to infinity. More precisely, given a
minimizer u, 4, to (Min), then, we show that, up to subsequences, there exists a limit, u,, , — @ uniformly
when p,g — oo, that fulfils in the viscosity sense

—Awit = 0 in - QF[A]UQ”[a] N (Q\ supp(f))°
Val = 1 in QTAUQ[A]N(QNQT[fL])
(1.4) —|va = -1 in QTAUQT[A]N(QNQ[fL])
~Awii = 0 in Q[a]uQ[4]N(QNIQE[£L]\ IQF[f1])
akx) = g on JQ.

This system is complemented with a limit free boundary condition, that we deduce only formally, which
depends only on how the quotient ¢/ p behaves. We assume here that

lim 4 =2 € (0,+w)
pg— p

and we obtain
(co—FBC) max {ﬁj (x), l:@(x)} = max {(ﬁ;)g(x), o (x)} .

The main obstacle to obtain this condition rigorously comes from the fact that solutions to (1.3) are not
(in general) regular enough across the free boundary, as well as the limiting free boundary is not “smooth”
enough (in an appropriate measure theoretical sense) in order to pass to the limit point-wise in (FBC) (cf.
[13], [18] and the references therein for regularity issues).

Let us present a brief overview on minimization problems with free boundaries and their connections
with our work. The minimization problem is related with jets flow and cavity type problems. Re-
call that the linear (p = g = 2), homogeneous (f = 0), one-phase version of this problem was completely
studied in [1]], where it is proved that minimizers are Lipschitz continuous, the expected optimal regular-
ity. On the other hand, the two-phase counterpart of this problem yields new obstacles and local Lipschitz
regularity of minimizers was proven in [2]], by using the powerful Alt-Caffarelli-Friedman’s monotonic-
ity formula. Thereafter, gradient estimates (Lipschitz bounds) for two-phase cavitation type problem with
bounded non-homogeneity, i.e., p,g =2 and f € L™, were established in [8]] by using an almost monotonic-
ity formula. The general degenerate jet type problems (p = g # 2) have received a warm attention in the
last decade. The homogeneous one-phase problem (f; = 0 < g) was fully studied in [L1], proving optimal
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Lipschitz regularity, non-degeneracy, as well as finiteness of the (N — 1)-Hausdorff measure for the free
boundary of minimizers. Latter, a general inhomogeneous two-phase minimization problem was studied
in [18], where several analytic and geometric properties for minimizers and their free boundaries were
established. Particularly, they state (see [18, Remark 4.2]) that we should not expect Lipschitz regularity
for minimizers even if the source term is bounded. In this direction, determining whether any minimizer is
Lipschitz (provided the source term is L*, for s > N) has became a long-standing challenging problem in
the theory of free boundary problems.

Taking into account the previous facts, our regularity result is surprising, because limits of minimizers
for (Min)) (resp. viscosity solutions of (I.4)) are Lipschitz continuous under suitable assumption on the
data, see Theorem [5.2] Summarizing, the limiting problem admits a better regularity theory for solutions
than its “stationary” (p,q)—counterpart.

As mentioned previously, another interesting aspect of our work is its connection with free transmis-
sion/transition problems, i.e., two-phases free boundary problems whose solutions are required to solve
distinct PDEs, driven by distinct diffusion operators £ and £_, within their positivity and negativity sets
respectively. Furthermore, on the phase-transition region (the free boundary of the model) appears a bal-
ance flux relating the corresponding positive and negative phase like (FBC) (cf. [3] and [[7] for excellent
surveys on this subject). Finally, we stress that our analysis is related to the previous article [24], in the
which it is studied a minimization problem under geometric restrictions (like optimal design type prob-
lems) with two-phases for the p—Laplacian as p goes to infinity. We must also quote [18]], where the
two-phase p—isotropic problem, i.e., our problem with p = ¢ fixed, was studied.

We end this introduction with a brief description of recent references concerning limits as p — oo
in different p-Laplacian type problems and their connection with some free boundary problems. Taking
account the analysis of the limit of p—variational, one of pioneering works goes back to [6]]. Precisely, they
establish that for a non-negative function f, the corresponding weak solution for the p-Laplacian

{—Apupm — f) in ©

1.5
(1> up(x) = 0 on JdQ

converge, up to a subsequence, to a limit u.., which satisfies in the viscosity sense the following problem

06 {Amum = 0 in Qn{f>0}

Vio| = 1 in QN{f>0},

where A..v := Dv! - DvD?v is the nowadays well-known Infinity-Laplacian operator. We also refer to [21]]
for a general treatment of this subject and its connection with game theory (“Tug of-war games”).

One motivation to study this kind of issues comes from the best Lipschitz extension problem of a datum
g€ W'=°°(8§2) . In fact, such a extension, which we will denote by g, can be obtained as limit of solutions to
(L.3) provided we put f = 0 and u,, = g on the boundary. Moreover, such a function is the unique Lipschitz
function with best Lipschitz constant Lipg(aﬂ) that is also optimal in every sub-domain of € in the sense
that § = g on dQ and

(AMLE) Lip,(Q) <Lip, (@) VQ €Q suchthat g=z on 9Q"

This is known in the literature as an Absolutely Minimizing Lipschitz Extension, in short AMLE, a concept
introduced by G. Aronsson at the end of sixties and extensively studied by several authors in the last
decades (cf. [4] and [3]]). Finally, (I.6) means that the .o—Laplacian operator governs the Euler-Lagrange
equation to such a L —minimization problem (cf. [13] for more details).

Regarding free boundary problems, the strategy of passing the limit as p — oo in p-variational problems
in order to obtain a non-variational limiting configuration (a problem governed by the Infinity-Laplacian
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operator or another non-variational limiting operator) has been successful in many contexts: In dead core
type problems [[13]], Bernoulli type problems [20] , optimal design problems [22] and [24], obstacle type
problems [23]], to cite just a few examples (See also [12] for an optimal design problem and [14] for an
obstacle type problem in the nonlocal scenery). Furthermore, such approach allows us to use several tech-
nical features of the corresponding p-sequential problems to their limiting points, via uniform convergence.
Regularity estimates, weak geometric and measure-theoretic properties are some of the obtained features.
Finally we remark that, concerning limiting minimization problems, our results are new even for the
one-phase homogeneous minimization problem, i.e., f+ =0=A_ and g > 0 (compare with [22] and [24]).

2 Preliminaries

First, let us state precisely the functional framework for our problem.

Definition 2.1 (Weak solution). We say that u € W''»(Q)NW14(Q) is a weak solution to ([3) if u— g €
W, 7 (22) "W, () and for every ¢ € C}() there holds,

/ (|VulP">VuV¢ — f1¢)dx=0 and (|Vul72Vuve — f-¢)dx =0
QN{u>0} QN{u<0}

Recall that our limiting solutions will satisfy a fully nonlinear elliptic problem of degenerate type. For
this reason, we introduce the concept of viscosity solution to a PDE problem like

2.1)

F(VH,0%) = f(x) in ©
h(x) = gx) on IQ.

Notice that F : RY x Sym(N) — R can be a discontinuous operator (in general such a discontinuity occurs
along the critical point set). For this reason, we must introduce F* and F, respectively the upper and lower
semi-continuous envelopes of F' given by

F*(z,M) =limsup{F (w,N) | [z—w|+|M —N| <&} and F,(z,M)=—(—F")(z,M).

=0

Definition 2.2 (Viscosity solution). An upper (resp. lower) semi-continuous function # defined in Q is a
viscosity sub-solution to (Z.1)) if u < g and, whenever xy € Q, ¢ € C?(Q) are such that u — ¢ has a local
maximum (resp. minimum) at xo, then

F'(Vo(x0),D*¢(x0)) < f(x0) (resp. Fy(V9(x0),D*¢(x0)) = f(x0))

Finally, a continuous function u is a viscosity solution to (2.I)) if it is simultaneously a viscosity super-
solution and a viscosity sub-solution.

Definition 2.3. A function u € C(Q) is said to be a viscosity solution to
max{—Awv(x),|Vv(x)|—h(x)} =0 in Q

if: whenever xp € Q and ¢ € C?(Q) are such that v(xo) = ¢ (xp) and v(x) < ¢(x), when x # x, then
—Ac(x9) <0 or |V@(x0)|—h(xp) <O.

and whenever xg € Q and ¢ € C?(Q) are such that v(xo) = ¢ (xo) and v(x) > ¢ (x), when x # xo, then

—Aw®(x9) >0 and |V@(xo)| —h(xp) > 0.
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For a complete survey about the theory of viscosity solutions and its machinery we refer read the
classical reference [10]]. Moreover, regarding viscosity solutions related to the Infinity-Laplacian and the
p-Laplacian operator we recommend the reference [16].

The following lemma establish a relation between weak and viscosity sub and super-solutions to (I.3).

Lemma 2.4. A continuous weak sub-solution (resp. super-solution) u € Wl(lmp({v >0}) ﬂWll I({v<0}) to

oc

(1.3) is a viscosity sub-solution (resp. super-solution) to

= [[Vu(@)[P72Au(x) + (p = 2)[Vu(x) [P Awu(x)] = —fr(x) in {u>0}NQ

— [IVu(x) |92 Au(x) + (g — 2)|Vu(x) |97* Acoe(x)] —f~(x) in {u<0}nQ
ux) = g on JQ.
Proof. First, let us proceed with the case of super-solutions for the equation

— [[Vu() P 2Au(x) + (p — 2)|Vu(x) P *Acte(x)] = —f1(x)  in {u>0}NQ.

Fix xo € Q and ¢ € C?(Q) such that ¢ touches u by below, i.e., u(xg) = ¢ (xo) and u(x) > ¢ (x) for x # xo.
Our goal is to show that

—[IV9 (x0)|”2A¢ (x0) + (P —2)[ VO (x0) [P * A (x0)] + f-- (x0) = 0.

From now on, we will proceed by contradiction and suppose that the above inequality does not hold. Then,
by continuity there exists 0 < r < 1 (small enough) such that

~ [IVo)[P2A0 (x) + (p —2)[VO ()| * A (x)] + f1 (x) <O,

provided that x € B.(xp). Letting

D(x):=0¢(x)+ %m, where m:= aBirrgo)(u(x) —(x)).

we observe that ® verifies ¥ < u on dB,(xg), P(x0) > u(xp) and
2.2) —AD(x) < —fy(x).

Notice that extending by zero outside B,(x), we may use (P — ) as a test function in (I.3) (first line).
Moreover, since u is a weak super-solution, we obtain

r=2yy,. _ _ —_
2.3) /{M} VulP "2V V(@ — u)dx > /{M} £ (x)(® — u)dx.

On the other hand, multiplying (2.2) by ® — u and integrating by parts we get
2.4) / IVO[P2V - V(D — u)dx < — / Fu(x)(@ — u)dx.
{®>u} {®>u}
Next, subtracting (2.3) from (2.4) we obtain
(2.5) /{ }(|Vc1>|P*2Vc1>— |Vu|P~2Vu) - V(D — u)dx < 0,
J{P>u

Finally, since the left hand side in (2.3)) is bounded by below by

2*P/{ [V V=0,
D>u
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we conclude that ® < u in B, (xo). However, this contradicts the fact that ®(xq) > u(xg). This proves that u
is a viscosity super-solution. Analogously, one proves that u is a viscosity sub-solution.
Finally, with a similar reasoning one can deal with the equation

- [|Vu(x)|’172Au(x) +(g— 2)|Vu(x)|qf4Awu(x)] =—f(x) in {u<0}nNQ.

3 Existence and bounds for minimizers

In this section we will discuss existence and bounds of minimizers to (solutions to (T.3))). Before
proving our existence theorem, let us emphasize the lack of convexity for the functional J, ,[-]. For sim-
plicity, at this point, we are going to restrict our analysis to the case where fi = 0 and A+ = 0. Thus, fixed
JEN\{1},fork e {1,---,j} consider Q = (0, j) and

2x—1 if x€]0,1]
u(x) =
1 if xell,j]
and
2x—k)+1 if xe[k—1,27]
v(x) =

: 2%—1

—2(x—k)—1 if xe[#51 k.

Observe that such functions take the same boundary data. An straightforward calculation shows that

1 or—l el
2 ' p q

and

~ |u+v (j—1)2r 2471
In. = + .
”[ 2 } 2 q

Therefore, we can choose constants p > g > 2 such that

Jpag {u—;v} > %(317«1[”] +Jpalv])

provided 2779 > 5% This shows that Jj, ,[-] is not convex. Finally, a similar argument could be applied
to construct examples where the concavity inequality fails as well.

In order to tackle the previous obstacle (the lack of convexity) we will combine methods from the
Calculus of Variations with theoretical measure estimates to show the existence of local minimizers (cf.

[3], and [18]] for a similar strategy).

Theorem 3.1 (Existence of minimizers). Ler p,q > N and f € L"() with max {% + %, % + %} < 1. Then,

there exists at least one minimizer ug to (Min)).

Proof. Before proving our theorem, for convenience we will re-write the functional J, ,[-] as follows:

1 ~ 1 ~
1= Ly / 2w / A4 d
Inabl= [ [ [ oA A+ s

where

Fo(A—, A0) ] = AL () xqvs0y + AL () X v<0}
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and
F(x) = f+ () x>0y + - () Xv<0)-

Moreover, let us label
C‘(()p’q> = inf 3,40
VE:%%(])H)(Q)
First of all, we will show that Sép 9 has a lower bound in Jifg(p “9(Q). In fact, for any v € %<p D (Q)

it follows according to Poincaré’s inequality that there exist positive constants ¢; = ¢;(p, N, Q, || f]|- (Q))
and ¢ = ¢2(q,N,Q, || f|lzr (R)) such that

et (19125 ooy = 1810 sy ) = 17805 gm0 |

IN

1
IV (o)
3.1)

IA

1 q
LIvvld,,

1
7 [CZ (||V||Zq({v<o}) - ||gHZq({v<o})) - ||V8||1q‘q({v<o})} {v<o)

Moreover, due to Holder’s inequality, since » > N > max {%, q%’l} we obtain

(3.2) ’/vadx < &(N,p,q,Q) max{2max{\|fi||y(g)} 7max{HvHZ,,(Q), ”V”Zq(g)}} =M.

Thus, combining (3:1) and (3:2) we have

. 1 1
Wi= =1 = L leillelfoumoy +IV8 I umop] = HITVI (ungy — T
B:=—-C— é {CZHgHZq({Ko}) - ||Vg||zq<{v<0})] < éHVVHZq({Ko}) —-Mm
and we conclude that
. 1 1 -
(3.3) min {2, B} < ;”VV||ZP({17>0}) + 5|W"||Zq({v<o}) =M< Jpqglv]-

Therefore, we have checked that the functional J, 4[-] is bounded below in Jig,(p @) (Q).
Now we show existence of minimizers to J, 4[-]. Let {u;} ;> C Ji{g(p ) (Q) be a minimizing sequence

for (Min). For j > 1 (large enough) we have J, ,[u;] < 3(()” ) 1 1. By performing similar arguments as the
ones that lead to the previous equations (3.3) we obtain for s := min{p, ¢} that

(3.4) /Q\Vu,\ﬁdxget(nuj L) I +1).
Now, using Poincaré’s inequality we have

(3.5 llujllLs ) < €lIVujllzs @) + llgllwre ()
Moreover, it holds that

1
(3.6) €lIVujliLe@) < €+ 2 [IVujllzeg)-

Finally, combining (3.4), (3:3) and (3.6) we get that

/Q Vuslodx < €llg sy +359 +1.
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Therefore, invoking one more time Poincaré’s inequality we conclude that {u;} ;> is a bounded sequence
in Ji/g(p 4) (Q). Thus, by reflexivity, there exists ug such that, modulo a subsequence,

uj—uyg in WH(Q)
uj—up in L°(Q)
uj — ug a.e. in Q.

From now on, fix € > 0. By Egoroff’s Theorem there exists an open set 7; C Q with LV (Q\ 7;) < &,
such that u; — ug uniformly in 7. Next, fixed ¢ > 0, we estimate

1 1 1
/ —|Vup|Pdx < liminf —|Vu;|Pdx < liminf —|Vu,|Pdx
YeN{ug>¢} P J=e JHen{ug>g} P Joe JYen{u>5} P
1
< liminf —|Vu;|Pdx
j=e JHenfu;>0) p
1
< liminf —|Vuj|Pdx.
j=e Jan{u;>0} p
Letting ¢ — 0 in the previous inequality we get that
1 . 1
3.7) / 2 |Vuo|Pdx < liminf |V |Pdx.
YeN{up>0} P J=e JON{u;>0} p

Furthermore, from L? bounds on Vu we obtain that

1
(3.8) / 2 |Vuo|Pdx = O(e).
(Q\7)N{up>0} P
Finally, combining (3.7), (3.8) and letting € — 0+ we conclude that
1 1
(3.9) / —|Vup|Pdx < liminf —|Vu;[Pdx.
Q{up>0} P J=e Jan{u;>0} p

A similar reasoning can be used in order to obtain the complementary estimate, namely

' I - I
(3.10) / ~ Vuo|%dx < liminf % |V |9dx.
QN {up<0} 4 J=e JON{u;j<0} 4

Hence, ug € Az 7! (Q). Next, assuming A” (x) > A% (x), we have

/QM(X)X{uoSO}dx = /{MOSO}M(x)%{upo}dx*/{MOSO}M(X)X{ujso}dx

IN

/{MOSO} )L,ﬁ(x)X{uj>0}dx+/le(x)%{ujso}dx_

Then,
/Q A9 (X)X up<0ydx < liminf |:/{u0<0} AP (x)x{uj>0}dx + ./Q A4 (x)x{uj<0}dx}

J—re

Furthermore, since u; — ugp a.e. in Q we obtain

/Q AL () X g0y dx = /{ tim (A7 () 20u,-01 ) dx = lim AL () 0.

up>0} j—° J=%°J{up>0}

In the same way, under the regime A£ (x) < AZ(x) we obtain the estimates

oo

| 2260100y < limint { J o Mgzt [ A7 <x)x{uj>0}dx}
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and
q _ : q . q
/Q)L sy = /{MUSO} m (200207 ) v = P2 fryeoy - CPbtayz01
Therefore, in any case, we get
3.11) / So(Ae, A)[uo)dx < liminf | Fo(Ay, A_)[u;)dx.
Q J7e JQ

Similarly, we may prove the lower semi-continuity for f, i.e,

(3.12) / Fuodx < liminf / Fujdx.
Q J= JQ

Finally, combining (3.9), (3.10), (3.11)) and (3.12) we conclude that
)

Jp.qluo] < lijn_1>i°r.}f3,,_’q[uj] :3(()17,4 ‘

Therefore, the limiting function u is a minimizer to J, ,[-] and this finishes the proof of the theorem. [

Example 3.2. We must stress that uniqueness of minimizers of the variational problem does not hold in
general. In fact, take Q = Bg C RY and a constant boundary datum g = o > 0 on dQ, we have for up = a
onQand p=gqg

~ N

Jp.qluo] = 2LR" @,
where wy is the volume of the unit ball. Now, let us suppose there exists a unique minimizer v of the func-

tional Jp, 4[-]. Then, such a minimizer is radially symmetric, because the operator p-Laplacian is invariant
under rotations. For this reason, there exists a constant a > O such that

p=N
x| T4 if a<|x|<R
v(x) =
0 if |x|<a,

where ¢; and ¢, are positive constants satisfying the following relation

p=N
t1‘R|l’*]+C2 = o
=N
C1|a|l”1+C2 = 0,
from which we find that
p=N
o —oa| Pt
¢ = and ()

o p=N p=N = p=N p=N*
RIFT a7 RIFT a7
Then, an straightforward calculation shows that

p—1

Noyo? 1 —N
Fpglto] — Ipglv] = oy (A7 — 27) - VO V

- — -1 _
(e

Finally, if we select carefully the values A, and A_, we can make this difference vanish obtaining two
different minimizersug and v. For complete details of this computation we refer to [19].

Next, we turn our attention to L*—bounds for minimizers.
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Theorem 3.3. Let p,q > N and fy € L"(Q) with max{%—i— %, é + ;} < 1. Then, any minimizer ug to

(Min) fulfils

HM||L°°(Q) <C (N)p)qu’ﬁL?A'*? ||g||L°°(Q), ||f||L'(Q)) .

Proof. First, let jy := {supg(x)-‘ , i.e., the smallest natural number greater than or equal to supg(x). Next,
2Q 2Q
for each j > jo we consider the truncation u; :  — R given by

jsign(u(x)) it Jul > j
ujlx) =
u(x) if |u| <j.
Moreover, if we call .<7; := {|u| > j}, then for each j > jo we have
ulx) =uj(x) in Q\o and uj(x)=j-sign(u(x)) in <.

From the fact that u is a minimizer we obtain

/ |[VulPdx = / [VulP —|Vu;|Pdx
;0 {u>0} Qn{u>0}

(3.13)
/,Q/jm{u>0} Foluj —ujdx

IN

Furthermore, notice that

[ fetw—udx fo - wdx+ filu— j)dx

./g/jm{u>0} /pfjﬂ{u<0}

2 [, 17100l = e

IN

Now, recall that u; and u have the same sign. Consequently, it follows that (Ju| — j)* € WO1 ?(Q). Thus,
using Holder and Gagliardo-Nirenberg-Sobolev inequalities we obtain

A

i o
AT T} (el = ) Hlep o

_p_
P (afjn{u0))

IN

£+ ||U’(Jjjm{u>o})LN(~dj)e |‘V“HL1’(£Z,~m{u>O})7

where 6 :=1— % — 1% and p* is the critical Sobolev exponent. Now, using Young inequality we get

- 1
(3.14) ||f+ ||Lp’(g(im{u>o})LN(fgfj)9 ||Vu||LP(,97jﬂ{u>0}) < Q:LN(%) p1f + D) ||Vu||1pj(£{jﬂ{u>()}>'

Therefore, from (3.13) and (3.14) we obtain

_p . ppr'-N)
! NN

/ |Vu|Pdx < LN (o))
o;0{u>0}

and (cf. (3-1) and (3-4) changing Jép’q) by Jp.q4l8)
ullr o, gus0p) < LN (., 0 {u> O laell o (e, a0y

Mutatis mutandis a similar estimate holds for the negative part of u. Finally, boundedness of u will follow
from general mathematical tools come from elliptic PDE theory (cf. [[17, Chapter 2, Lemma 5.2]). O
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Remark 3.4. As a byproduct of L* bounds for a minimizer u of the functional J, 4[] we obtain a universal
control of u in the W'»({u > 0}) NW!4({u < 0}) topology. In fact, we get

VulPdx < J _/ AP d
Aﬂ{u>0} | M‘ = Jp,q[g] Qﬁ{u>0}( +(x) + |f+| |u|) X
Jralel +€ (N’p’g’ ”f+||u”(m{u>o}>)

cﬁ (N’p’QaHg||7||f+||Lp’)7

with a similar estimate holding in the negativity set of u. Therefore,

IN

IN

max { lellwrr(usoy) ||“||leq({u<0})} <& (N, p, g, gl 11 s =) -

We will finish this section by bringing to light the Euler-Lagrange equation related to the functional
Jp.ql-]s as well as the free boundary condition (the flux balance through the phase transition) which is
satisfied by any minimizer ug along the free boundary.

Proposition 3.5. Let ug be a solution to the minimization problem[Min| Then u satisfies in the weak sense

Apug = fr(x) in {up>0}NQ
(3.15) Ajug = f- (x) in {up<0}°NQ
up(x) = gkx) on 9IQ.

A proof for such a result is rather standard. For this reason, we will omit it.

Next, we will focus our attention at the equation satisfied through the free boundary for minimizers to
For this purpose, consider xg € d{up > 0} Ud{ug < 0} a free boundary point, # a small ball centered
at xg, ® € C} (By(x0),RY) a vector field and € = o(1). Thus, we define the quantities

=t — [ L_lv p_ P )v-d)d%"Nl
*(xo) ./%(WW}( L ¥~ 1)) v

and .
_ ' q— N—1
E. (xp) := Vux’f—qu>v-d>d%
o= [ (Tl At ) v
Proposition 3.6. Let ug be a minimizer towith LN{ug=0}NQ) =0, xo € d{up >0} U{up < 0}
a free boundary point and By(x) C Q. Then, for any ® € C} (By(xo),RN), there holds
limE} lim & =0.
lim = (x0) + im=s (x0)
The proof of the previous result follows by Hadamard’s methods, i.e., domain variation techniques. We
will also omit such details of the proof here and refer to [24, Lemma 2.4]. In particular, we must highlight
that the balance flux

= L )P (x0) — = Ly )7(x0) = A2 (x0) — A% (x0),

holds in the classical sense along C! pieces of the free boundary, where u; are respectively the normal

derivatives in the inward direction to dQF [u].
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4 Further properties for minimizers

In this section we will show that any minimizer ug to (Min)) grows linearly away from the free boundary
Folupgl = 0{up, >0} NQ (resp. T [up4] = {up 4 < 0} NQ). An essential tool we will use is the non-
homogeneous Harnack inequality, which we state below for completeness.

Theorem 4.1 (Serrin’s Harnack inequality, see [25] and [26]). Ler 0 < ¢ € WLP(BR), satisfying

App(x) = f(x) in Bg

in the weak sense ,with f € L*(Bg)and s > % Then, there exists a constant € = €(N,p,s,R—r) > 0 such
that

supo() < a0+ (¥ )|

Theorem 4.2. Let ug be a minimizer to (Min)), with fy € L'(Q),r > N, A, € LP(Q), A_ € L1(Q), Q' € Q
and xg € SZ—E, [uo] (resp. xo € Foy[uo)). Then, there exists a constant ¢ > 0 depending only on N, p, q,
VAl I and | £ 1 such thar

4.1) +up(x) > cadist(x, F5[uo)).

Proof. We will prove the estimate just in the positive phase, because the other one can be obtained in a
similar way. Fix xg € 35/ [uo]. Notice that it suffices to show such an estimate for points close enough to
the free boundary, in other words,

0 < dist(xo, F¢y [uo]) < 1

where 1 depends on dimension, p,q, and data of the problem and, it will be choosed a posteriori. Now,

define 9 := dist(xo, § ¢ [uo]) and the scaled function

 u(xo+0x)
==

o(x) :

Notice that the thesis of our Theorem is equivalent to establishing that @(0) > ¢ ( bounded away from zero)
for a universal constant ¢ > 0. It is easy to check that @ is a minimizer to

. 1
001 [ (21907 + 2000 21gm0) 4012000 ) iy
1
where y = xo + 0x. By our construction @ > 0 in By, as well as

Apo(y) =0fr(y) in B

in the weak sense. Then, by using the Harnack’s inequality (Theorem [4.1]) we obtain

0@ <€) [000)+ (07 I lie) .

for any x € B4 . Next, we will choose a non-negative, smooth radially symmetric cut-off function ® verify-
5
ing
0<®<1 in B
®=0 in B 1
7

®=1 in 31\3%7
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as well as we define ¥ : By — R as the following test function

min{w(x),e(zv,p) [m(O) +o Hf+||y(g)} .@(x)} in B

o(x) in B \B%

P(x) =

Now, let us define the following set

2= {ze By | €W.p) [0(0)+7 | fillia)] ©() < 0(2)}.

It is easy to verify that By C E C B;. From minimality of @ we obtain
7 2

IT = /E[lf(xo—i—bx)(l — X{@>0y) +0f+ (x0 +0x)[0(x) — P(x)]] dx
< [(ver-|vopdx
4.2) -

1

< e, p) (@0)+ @ I @) ) 10l

IN

P
r—N p—1
PEN, p)? [w<o>P+ 1w )’ ] ~
Now, we turn our attention towards a lower bound control for the LHS of (@) Thus, we estimate
@3) /H A2 (30 +00)(1 — Xm0y )dx = /H A0+ 0) Km0y = |24y,
Applying the Harnack inequality (Theorem@) and the fact that £ C B L we have that

1
r— p—1

0<w—-P<w<CEN,p) {w(0)+(a rN||f+||Lr(Q)):| in

1

Thus, we estimate

I := 7/—Df+(x0 + 0x)[0(x) — P(x)]dx
@.4) < UHQ’—‘I’HLﬁ(E)Hﬂ(XO+Dx)||L’(3)
e
< a’_rN Q(N’parﬂE) |:a)(0) + (D# ||f+HL’(Q)) " :| Hf+||Lr(Q)

holds. Now, combining (@.2)), @.3) and (@.4) we obtain
2

—_ r=N p—1
=€) (07 I f )

4.5) 27¢(N,p)" [@(0)” + (27" I i llri@y@(0) ) | = 12112,

By)7
Therefore, choosing appropriately 0 <9 < 1(N, p, A+, || f+[|1r(@)) < 1 we conclude

®(0) > (N, p, Ay, || f+ |l () >0
as desired. This concludes the proof of the Theorem. O

Remark 4.3. From the proof of Theorem[.2] according to (.3)), we have the following estimate

1
o(0) > W‘HAWHLP(BW)

where €(N, p) > 0 is the constant from Harnack inequality (Theorem [4.1).
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In what follows we are going to iterate the linear growth estimates obtained in the Theorem§.2]in order
to establish a strong non-degeneracy property for minimizers ug near a free boundary point. More precisely,
we have the following result:

Theorem 4.4. Let ug be a minimizer fo (Min)), with fo € L'(Q), r > N, A4 € LP(Q), A_ € L1(Q), Q' € Q
and xo € {ug > 0} N (resp. xo € {ug < 0}N). Then, there exist constants ¢, > 0 depending only on
N,p.q, || As||ep, ||A-||Le and || fi| 1 such that

(4.6) sup  dup(x) >cirg forany 0<rg<dist(0Q',0Q).

B'O (xo)ﬂQi
Proof. First of all, it suffices to show the thesis of the Theorem within the positive phase (Q')" [uo] due to
continuity for minimizers.

Let us begin by establishing the existence of a 6y = 6o(N, p, A+.|| f+||r(@) Q') > 0 and the data of the
problem, such that if x € (Q') " [ug], then there holds

4.7 sup ug(x) = (1+ 6)uo(xo),

Box)

where 0(x) := dist(x,d(Q') " [uo]). In order to check (7)), we will assume, for sake of contradiction, that
such a 6y does not exist. Then, we can find sequences 0; = o(1) and x; € (Q') " [ug] such that

(4.8) sup uo(x) > (14 07)uo(x;),

Bajxj)

where 0;(x;) :=dist(x;,d(Q') " [ug]) = 0o(1) as j — . Now, we define the normalized sequence v; : By — R
given by
uo(xj +0jy)
vi(y) = ——2=~
]( ) MO(xj)

We have that v;(0) = 1 and, from (4.8) we get
OSVJ'S 1+Gj in B;.

Moreover, v; satisfies in By in the weak sense
o
4.9 Apvj:Wer(xj—i-Djy).
Hence, taking into account the linear growth from Theorem 4.2 and estimate (4.9), we obtain

Apv; <Eifr(xj+05y).

By Harnack inequality (Theorem{4.1), we deduce that {v;} ;> is an equicontinuous sequence in Bj. Thus,
we may assume that v; — v locally uniformly in By. One more time Harnack inequality revels that for any
x such that |x| < rp < 1, there holds

0 S 1+0'j—Vj(.X) S ¢ 1+Gj —Vj(O) + (0;_7||f+||Lr(Q)> "1‘| = CO(I)

By letting j — oo we conclude that the limiting blow-up profile v is identically 1 in B.
Now, we will show that such a conclusion yields a contradiction. To this end, let y; € 9(Q) " [ug] such
that 9; = |x; —y;|. Thus, up to a subsequence, there would hold

1+0(1) = v (yfxf) -0

0;
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which clearly is an absurd for j large enough.

Therefore, we just need to prove that the estimate hold. Such a conclusion will follow by Caf-
farelli’s polygonal type of argument. Precisely, we construct a polygonal along which ug grows linearly.
Starting from x = xo we find a sequence of points {x; };>1 such that:

v up(x) > (1+ 09)kug(xo);
v diSt(Xk_l,a(Q/)+[M0]) = |xk —Xk_1|;
V' uo(xg) — uo(xk—1) > ¢|xg — xg—1]. In particular, we get that

uo(xx) — uo(x0) > ¢lxg —xo.

Since ug(xx) — oo as k — oo this process must be finite. Then, there exists a last x, € By, (xo) and for such
a point, we have |x;, —xo| > ¢(N, p)ro. Finally, we conclude that

sup uo(x) > uo(xg,) > uo(xo) +¢(p,N)|xx — xo| > ¢(p,N)ro,
Bro(x())

which finishes the proof. O

S The limit problem as p,qg — o

In this last Section we will establish the limit profile as p, g go to infinity for our minimization problem.

Lemma 5.1. Let u, , be a minimizer to (Minl). Then, there exists a constant €y = €o(g,Q, p,q, A+, f+) >0
such that

max { || Vup gllz0): [ Vitpgliia) } < €o.

Furthermore, it holds that

2 a M_nm)}.

1 1
; _ _ 2 ) 2
p}qlglm ¢y = max { L, [g]COJ(Q)v [g]co‘l(ﬁ)v [g]co,1(§>7 12+ HL‘”(Q)v ||)‘+HL°°(Q)7 1A
Proof. LetW¥ be a Lipschitz extension of g among functions in the set

He = {veW=(Q) | v=g on 0Q}.

Since Q is bounded, ¥ competes in the minimization problem (Min). Thus, by using ' as a test function

in (Min)), we obtain

Ipaltpgl < Jpqgl¥]-
On the other hand,
It N 1. 14 1. q P
3pgl¥) < £Y(Q) (S Lin(2) 4+ Lip(®)* ) 414+ g

Ay 1 i 1l mc) Ll 1

Now, notice that

IA

Bpal¥l= [ (AL I flle]) dr

1
/ —|Vu, 4|Pdx
Q ) QN{up4>0}
Ipal?].

Nupyg>0} P

IN



NON-ISOTROPIC TWO-PHASE FREE BOUNDARY PROBLEMS WITH p—LAPLACIANS 18

Similarly, one obtains

1
—|Vu, |9dx < 3J,.,[¥].
A oy gVl pa¥]

Now, if g > p, then

q—pr

(/ﬂ |V“p,q|p> ’ < </P3P7q[lp] + (’/P3p=q[\P]LN(Q)W-

On the other hand, if p > ¢,

(/Q V“P,q|q> ' < {/‘1317#[\11] + (/qu,q[‘P]QN(Q)%.

Therefore,
max { Hvup,q”Iﬁ(Q)a ||Vu[7~,51||Lq(Q) } S Q:(\P’ vaa q, /’Livfi)v

where

(¥, Q. p.q.As. f2) = max { (/P30 + {03, g[WI1EY Q)T {3, 4[¥) + (/43,0 [ 216" () } :

Therefore, the sequence u,, 4 is uniformly bounded in W!»(Q) "W 14(Q), and its weak limit as p,q — o
fulfils

. . . 1 5
190t ia) < e { 1, LipE1 Lipl¥#). L1 s 2 2 12122 13- i -

As an immediate consequence of previous analysis we are able to prove the following theorem:

Theorem 5.2. Let p,q > N and fy € L"(Q) with max{% + %, é + %} < 1. Then, for all sequence of
solutions up 4 to (Min)), there exists a subsequence, denoted by up, 4 yet, such that u, ; — ue uniformly in
Q. Furthermore, u.. € Wy () with

w(x) —w(y)| :
Uool 015 i= Sup ————— < lim €(¥,Q,p,q, A, f+).
eleo@ X,y;% x| i & o)

Proof. From Lemmal[5.1|we have that
max {[|Vip gl (@) [ Vitpglliaie) } < Co-

Next, fix m, and take p,q > m. We have,
A 11 11
L Vi) <190 Vit @ < |21 e
Hence, there exists a weak limit in W' (Q) that we will denote by u... This weak limit has to verify

1/m .
</ |vuwm) <|Q% lim €.
Q pPg—ree

As the above inequality holds for every m, we get that u., € W' (Q) and moreover, taking the limit m — oo,

[Vuoo| < lim €y, ae. x € Q.
pg—eo
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Therefore, we have

wx) —w)| _ .

w0 i= sup — 2L < Tim €(W,Q, p,q, A, fi).

[tteo] 0.1 () ST S e (¥, Q,p,q, 2+, f+)
X#y

O
We will comment throughout this section how the source term f influences on the limit, it is through

its support and sign.
Before starting let us define the following space

3:=dwel®(Q)|w=gin dQ and [W] 01 = su Mgl .
{ @ |w=¢ [Wlcor @y e }
x#y

Under such a definition the following Theorem holds (See [6] for similar result in isotropic case).

Theorem 5.3. Let fi € L' (Q) with max {% + }, é + }} <l,ge€ Wl,p(g) mWL,q(Q) with [g]co.l(ﬁ) <1,
[As =) < 1 and up 4 the corresponding minimizer to (Min). Then, u.. obtained as a uniform limit of a
subsequence of {up 4}, fulfils the maximization problem

5.1 max (/ f+vdx+/ fvdx) :/ frteodx + f-teodx.
vEJ {v>0}NQ {v<0}NQ {u>0}NQ {ue<0}NQ

Remark 5.4. Under the same conditions of Theorembut with A1 = 1 and || || =(q) < 1 we get

max </ f+vdx+/ fovdx+ LN ({v> O}))
ve3 {v>0}NQ {v<0}NQ

= Fittoodx+ ftteodx + LN ({ue > 0})
{tt>0}NQ {1 <0}NQ

(5.2)

as the variational limit problem.
Finally, when A, > 1 the corresponding term in the functional diverges (recall that (A} )” appears) and
therefore we don’t have a limit variational problem in this case.

Theorem 5.5. Let fy € C°(Q) and g € WP (Q)NW4(Q) such that [g] co. @) < L. Then, uw € 3 obtained
as uniform limit of a subsequence {u, 4} » 40, fulfils in the viscosity sense

At = 0 in ({ue >0} U{ue <0})N(Q\ supp f1)°
Vuo| = 1 in ({ue >0} U{ue <0})N(QN{fr >0})
—|Vue| = =1 in ({#too >0} U{uteo <0})N(QN{fx <0})

5.3)
—Awtls > 0 in ({ue >0} U{ue <0} N(QNI{fr >0} \d{fr <0})

Aette < 0 in ({tte >0} U{tt < 0)) N (QNI{fr < 0}\ I{fx > 0})

Uo(x) = gx) on IQ.

Proof. First, from the uniform convergence, it holds that u.. = g on dQ. Next, we will prove that the limit
function u.. is an co—harmonic function outside of support of source term, i.e.,

—Austteo(x) =0 in ({ttoo >0} U{tteo <0})N(Q\ supp f1)°.
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To this end, let xg € ({ttee > 0} U {uee < 0}) N (Q\ supp £)° and ¢ € C>(Q) such that u. — ¢ has a strict
local maximum (resp. strict local minimum) at xo. Since, up to subsequence, u, , — U local uniformly,
there exists a sequence x, , — Xo such that u, ; — ¢ has a local maximum (resp. local minimum) at x,, ,.
Moreover, if u, 4 is a weak solution (consequently a viscosity solution according to Lemma [2.4) to (L.3)
we obtain

- UV‘P (prq)|p72A¢ (xp,q) +(p—2)|Vo (x177q)‘p74A°°¢(xp,q)] < —f (prq) (resp. > —fx (xpvq))~

Now, if |V@ (x)| # 0 we may divide both sides of the above inequality by (p —2)|V¢(x,,)[P~* (which is
different from zero for p (resp. ¢g) large enough). Thus, we obtain that

< VY (xp.q) *A¢ (*pq) _ S (xpq)
- p—2 (P=2)IVP(xpq)|P~*

where the RHS tends to zero as p — oo (resp. ¢ — o), because f4(xp 4) — 0. Therefore,

*Awd’(xp,q) (resp. >---),

—Axf(x0) <O (resp. >0),

and since such an inequality is immediately satisfied if |V@(xp)| = 0 we conclude that u. is a viscosity
sub-solution (resp. super-solution) to the desired equation.
Observe that mutatis mutandis the previous reasoning also proves that u.. fulfils

“Awltie >0 in ({teo >0} U{uw <0} N(QNI{fr >0} \{fr <0})
respectively
Aot <O in (oo >0} U{u <0} N(QNI{fr <O0}\{fr >0})

in the viscosity sense.
Next, we will prove that u., is a viscosity solution to

max{—Awlle(X), = |Viteo (x)| + 1} =0 in  ({tteo > 0} U{ttee < 0})N(QN{f1L > 0}).

First let us prove that u. is a viscosity super-solution. Fix xp € ({#e > 0} U {uee < 0}) N (QN{f > 0})
and let ¢ € C?(Q) be a test function such that u..(xp) = ¢ (xo) and the inequality u..(x) > ¢ (x) holds for all
X # xp. We want to show that

—Aw(x0) >0 or —|Vo(x)|+1>0.
Notice that if [V¢ (xp)| = O there is nothing to prove. Hence, as a matter of fact, we may assume that
(5.4) — |V (x0)|+1<0.

As in the previous case, there exists a sequence x, ; — Xo such that u, , — ¢ has a local minimum at x,, ;.
Since u, 4 is a weak super-solution (consequently a viscosity super-solution according to Lemma@ to

(L3) we get
- [|V¢(xp,q) |P72A¢ (Xp.g) + (P =2)[VP(xpq) |p74Aw¢(xp,q)} > —fr(xpq)-

Now, dividing both sides by (p —2)|V¢(x,4)[P~* (which is different from zero for p (resp. ¢) large enough
due to (5.4)) we get

—Acs(xpg) > p—2 Vo (xp4)l

— VY (xp,g) [P A9 (xp.9) _ ( "V fi(xp7q>>p4.
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Passing the limit as p,q — oo in the above inequality we conclude that
—As@(x0) > 0.

That proves that u.. is a viscosity super-solution.

Now, we will analyze the other case. To this end, fix xp € ({teo > 0} U{tteo < 0})N(QN{fx >0}) and
a test function ¢ € C2(Q) such that u.(xg) = ¢ (xp) and the inequality u..(x) < ¢ (x) holds for x # xo. We
want to prove that

(5.5) — A (x0) <0 and —|Vé(x)|—1<0.

Again, as before, there exists a sequence x, ; — Xo such that u,, ;, — ¢ has a local maximum at x, ;, and since
Up.q is a weak sub-solution (resp. viscosity sub-solution) to (I.3]), we have that

_ V9 (xp.g) A9 (xp.4) — At (xpy) < — (m)p4 <0.

p—2 Vo (xp4)]

Thus, we obtain —Aw(x9) < 0 letting p,g — oo. If —|Vd(xp)| — 1 > 0, as p,qg — o, then the right hand
side goes to —eo, which clearly yields a contradiction. Therefore (5.5)) holds.
The last part of the proof consists in proving that u. is a viscosity solution to

max{—Awlleo(X), —|Viteo (x)[+ 1} =0 in  ({tteo > 0} U{tee <0})N(QN{f1L <0}).
The argument holds like the previous case and for this reason we will omit it here. O

Remark 5.6. It is worth to highlight that combining the information from Lemma 5.1 and Theorem [5.2] we
are able to infer that when fi = 0 the positive and the negative parts of the solutions to the limit problem
are, in fact, an AMLE for its boundary data under the limit free boundary condition (co—FBC)). This is due
to the fact that they are co—harmonic functions.

The limiting free boundary condition

In this short part we will deduce (formally) the so-called limiting free boundary condition coming from
(EBC). Precisely, by supposing that solutions and their corresponding free boundaries are appropriated
regular we can proceeding as following: Recall the (p,q)—flux balance (FBC), that is,

! (uy )9 (x) = AP (x) + A% (x) = 0.

_ p—1 q
gpﬂ(“\tuwlﬁ-az’—) = T(ui)p(x) - q

Now, we rewrite this as follows:

1 1
(lwrw+nfrm) = () e At )
Hence, using the well-know fact that
(QUJ‘F%F)%*)IIRIX{Q[,%}, as p —» oo,
we obtain as formal limit of the previous identity,

(5.6) max{@(x), A:@(x)} :max{(u;)g(x), l+(x)}.

Remark that this limit procedure in the free boundary condition is only formal since we do not have
enough regularity of the normal derivatives ué} (note that they depend on p,q) and the associated free
boundaries (in order to have that holds point wise and that the free boundaries converge uniformly
(together with its normal vectors) as p,q — o).

Let us point out that in the 1-D case (see the next example) the limit verifies the limit free boundary
condition (5.6) point-wise in all cases.
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Examples
Finally, let us present some examples in which we are able to compute the limit as p,g — oo.

Example 5.7. Let us analyze the 1-D minimization problem: Given an interval (0,L), let A+ > 0 be two
positive constants, o, B be positive numbers and impose the boundary conditions u3(0) = o and ug(L) =
—P (that is, we take g(0) = «, g(L) = — ). Finally, we take f4 = 0.

The functional to be minimized is given by

1 1
I, v:/ <v/”+7tp>dx+/ <v"’—|—lq)dx
s = [ (Ghreat)ase [ (2w

First of all, we will deal with the case in which there is a dead-core region. In other words, there are
points
+ —
0<x, <x, <L
such that
uz(x)=0 Vxe(x;,x;).

Thus, the energy is minimized by a function of following form

——(x—x,) if xe(0,x))

uz(x) = 0 if xe(x;,x;)

- —x;) if x€(x;,L).
[ ) i xe D)

Moreover, the minimum of the energy is given by
- 1 1 i B
Ipgluz] = ;O‘p(x;;r)l P+ gﬁq(L — X, PR APy + A (L—x).

Notice that J, 4 achieves a minimum at u3, thus by minimizing the previous sentence with respect to xlf
and x; we obtain

-1 o
=P % and L—x, =

p—1 J9-1 B
P A+

q A’

Recall that we have assumed that 0 < x; <x, < L. Thus, in this case, we conclude that a solution with

a dead-core exists if and only if
p—la q—1 P
— 0+ —— <L
d P Ar ¢ q A

q

are the following

% and L—x_ = ;%7

Moreover, the limits as p,q — oo of x;; and L —x
xh =
and hence the limiting profile is given by
A (x—xk) if xe(0,xh)
uy..(x) == 0 if xe(xf,xy)

—A_(x—x5) if xe(xg,L).
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Next, we will assume that there is no dead-core region, in other words, x; =X, =Xj. Hence, such a point

must verify the condition

q

e — APl

Xj

(5.7) p-1
p

"la-l| B
q |L—x;

Now, for such a fixed point we have that uy is given by

1
(X(l—x) if xe(0,x;)
Xj

ug(x):

B L_lm (L—x)— 1] if xe(xj,L)

Since (x;) jen is a bounded sequence we have, up to a subsequence, x; — X... Now, we divide the analysis
of (5.7) in two cases (note that we assumed that A # A7).

v If AL > 29 we have

a\ P
-1 P -1 i a AP
p a ]_P(q )’ﬁ‘p B :lﬁ—lzzlﬁ 1— | 2= ,
P |xj glp—1)lal |L—x; Ay
which yield in the limit as p,g — oo
a
7 _2’+7
Xoo
provided
= B |"_,
o |L—xe.
This holds if and only if
o B
—+ <L

Therefore, in this case uy_ (the uniform limit of the u,, ;) is uniquely determined and is given by

a(lfﬁﬁ) if xé€(0,x.)
(5.8) uy.,(x) 1=
3{&@—@—1} if x€ (xe,L).

Furthermore, in the case

B

Q}L+

we obtain from the previous analysis that ujy_ is a Lipschitz function with boundary values o and
—pB and Lipschitz constant less or equal to QL\/}: + %. Therefore, the only possibility is the strait

o
Z>L
2

line given by

(5.9) us () = — ("‘zﬁ) N

Finally, note that in this case we have lost the free boundary condition since the limit does not
depends on A..
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v If A? < A% then re-writing (3.7) as

2N\ 9
1| Bt ) e el (A
q |L—x; plg=1)| B X; A
we obtain in the limit as p,g — oo
p =A
L —Xo
provided
gL—xw“@ |
Xo| B '
This holds if and only if
o« B
—5t5— <L
22T

One more time we obtain the limit profile (5.8). Similarly to the previous case, if % + f% > L we
obtain the limit characterization (5.9).

Example 5.8. If /- =0> f; in Q and g = 0 in JQ, then the unique (positive) maximizer to (3.1)) is given
by
Uoo(x) := dist(x, 0Q).

In effect, we have that
|dist(x, dQ) —dist(y, Q)| < [x—y],

in other words, 1. € 3. Finally, since u.. fulfils (3.1)), it is suffices to show that w(x) < dist(x,dQ) for any
w € 3. In fact, since w € 3 we have that

el Yy e oQ.
x =y

Therefore,
[w(x)|] < inf |x—y| = dist(x,dQ).
yEIQ

Furthermore, we must to observe that u.. is, in fact, a viscosity solution of the limit problem (T.4). In effect,
given x € Q we have
|[Vio| =1 aein Q.

Finally, u.. is a supersolution for co—Laplacian, we conclude that
max { —Acolleo(¥), [Vt (x)] =1} =0 in Q

in the viscosity sense.
Similarly, if f— > 0= f, in Q and g = 0 in JQ, then the unique maximizer to (5.1) is given by
—dist(x,dQ), x€Q,
Uoo(X) 1=

0, otherwise.

and it satisfies in the viscosity sense

max { —Awlieo(X), — |Vt (x)| +1} =0 in Q.
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