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Abstract. We deal with a nonlocal nonlinear evolution problem of the form∫∫
Rn×R

J(x− y, t− s)|v(y, s)− v(x, t)|p−2(v(y, s)− v(x, t)) dy ds = 0

for (x, t) ∈ Rn × [0,∞). Here p ≥ 2, J : Rn+1 → R is a nonnegative kernel, compactly supported inside the set
{(x, t) ∈ Rn+1 : t ≥ 0} with

∫∫
Rn×R J(x, t) dx dt = 1 and v stands for an extension of a given initial value f , that is,

v(x, t) =

{
v(x, t) t ≥ 0,

f(x, t) t < 0.

For this problem we prove existence and uniqueness of a solution. In addition, we show that the solutions approximate
viscosity solutions to the local nonlinear PDE ‖∇u‖p−2ut = ∆pu when the kernel is rescaled in a suitable way.

1. Introduction

Our main goal in this paper is the study of nonlinear evolution problems that are nonlocal both in space and
time. Let F (z) = |z|p−2z be a power type nonlinearity and let J : Rn+1 → R, a nonnegative, continuous kernel,
compactly supported in the set {(x, t) ∈ Rn+1 : t ≥ 0} with

∫∫
Rn×R J(x, t)dxdt = 1. We fix an initial condition

f ∈ L∞(Rn × (−∞, 0)). Our aim is to look for solutions to the nonlocal nonlinear evolution problem

(P (J, f))
∫∫

Rn×R
J(x− y, t− s)F (v(y, s)− v(x, t)) dyds = 0

for (x, t) ∈ Rn × [0,∞) where we denoted by v the extension by f for t < 0 of a function v defined for t ≥ 0, that is,

v(x, t) =

{
v(x, t) t ≥ 0,
f(x, t) t < 0.

This paper can be viewed as a natural continuation of [1] where the linear case p = 2 was considered. Notice that here
a solution u verifies a nonlinear mean value formula given by P (J, f).

Our first result deals with existence and uniqueness of solutions. We denote by C the set of uniform continuous
functions, and L∞(f) stands for the set of bounded functions with norm less or equal than ‖f‖L∞(Rn×(−∞,0)).

Theorem 1. Let J : Rn+1 → R be, nonnegative, continuous and compactly supported in the set {(x, t) ∈ Rn+1 : t ≥ 0},
with

∫∫
Rn×R J(x, t)dxdt = 1. Let f ∈ L∞(Rn × (−∞, 0)). Then, there exists a unique u ∈ C ∩ L∞(f)(Rn × [0,∞))

that solves P (J, f).

We will use the notation u for a solution with initial datum f and we will say that u solves the problem P (J, f).
Note that here we assumed that the kernel is nonnegative and integrable (singular kernels are out of the scope of this
paper). This fact together with the choice of f ∈ L∞(Rn × (−∞, 0)), makes the space C ∩ L∞(f)(Rn × [0,∞)) a
natural choice to look for solutions (remark that the integral that appears in P (J, f) is finite under these conditions).
Notice that there is a regularizing effect, for f ∈ L∞(Rn × (−∞, 0)) we obtain a uniformly continuous solution,
u ∈ C ∩ L∞(f)(Rn × [0,∞)). This is due to the fact that we assumed continuity of the kernel J .

We have two different proofs of this existence and uniqueness result. The first one is simpler. We just prove first
the result for a class of kernels that are compactly supported in the set

{
(x, t) ∈ Rn+1 : δ ≤ t ≤ δ + γ

}
, where δ and

γ are positive numbers, (this allows us to easily obtain existence and uniqueness of solutions in the strip t ∈ [0, δ) and
then in t ∈ [δ, 2δ), etc.). After that we obtain the result for a general kernel by approximating it with kernels in the
previously mentioned class. The second proof is more involved technically and is based on a fixed point argument (we
include this proof here since we believe that it has independent interest). This fixed point strategy was used for the
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linear case in [1], but there the arguments are much simpler due to linearity. The main difficulty here comes from the
fact that the derivative of the nonlinearity F (z) = |z|p−2z vanishes at z = 0.

Concerning properties of solutions we have the following result:

Theorem 2. Under the hypothesis of Theorem 1 the following properties hold:

(1) [Comparison principle] Let f and g in L∞(Rn × (−∞, 0)) with f ≤ g. If u and v are solutions of P (J, f) and
P (J, g) respectively, then u ≤ v.

(2) [Continuity with respect to the initial condition] Let f and g in L∞(Rn × (−∞, 0)), u and v solutions of
P (J, f) and P (J, g), then ‖u− v‖L∞(Rn×[0,∞)) ≤ ‖f − g‖L∞(Rn×(−∞,0)).

(3) [Lipschitz continuity in space] Let f ∈ L∞(Rn×(−∞, 0)) be such that f(·, t) is Lipschitz with Lipschitz constant
K for every t ∈ (−∞, 0) and let u be the solution to P (J, f). Then u(·, t) is Lipschitz with the same constant
K for every t ∈ [0,∞).

(4) [Radial symmetry] Let f ∈ L∞(Rn × (−∞, 0)), a nonnegative function such that f(·, t) is radial for every
t ∈ (−∞, 0). Assume that J(·, t) is a radial function. Then, if u solves P (J, f), u(·, t) is radial for every t ≥ 0.
If we furthermore assume that J(·, t) and f(·, s) are radially decreasing for every t ∈ R and s ∈ (−∞, 0), then
u(·, t) is radially decreasing for every t ≥ 0.

(5) [Scaling invariance] Let r > 0 and Jr(x, t) = 1
rn+2 J

(
x
r ,

t
r2

)
. If u is the solution to P (Jr, f) and v solves

P (J, rn+2f(rx, r2t)), then

u(x, t) = r−n−2v

(
x

r
,
t

r2

)
.

The last point (the scaling invariance) in the previous result suggests that we have to rescale the kernel according to
Jr(x, t) = 1

rn+2 J
(
x
r ,

t
r2

)
. We will show that then the corresponding solutions of P (Jr, f) converge (along subsequences)

to a viscosity solution to the nonlinear degenerate parabolic PDE

C(J)‖∇u‖p−2 ∂u
∂t

= 4pu.

Here C(J) is a constant that depends on the kernel J and 4pu = div(‖∇u‖p−2∇u) is the well known p−Laplacian
operator. We refer to [10] for definitions and general properties of viscosity solutions (note that the spatial operator in
this equation is not in divergence form and therefore viscosity theory gives the natural notion of weak solutions). This
equation recently deserved attention in the literature due to the presence of challenging regularity problems (note that
we run into troubles when ∇u vanishes). Holder regularity for the gradient of solutions was recently proved in [17],
see also [6, 7, 8, 15]. This equation also appears in connection with probability (game theory). It is a natural limit
of value functions of Tug-of-War games with noise when one also considers the number of plays, see [19, 20, 23]. We
just mention here that mean value properties and PDEs are closely related. The fundamental works of Doob, Hunt,
Kakutani, Kolmogorov and many others have shown the close connection between the classical linear potential theory
and the corresponding probability theory. The idea behind the classical interplay is that harmonic functions and
martingales share a common origin in mean value properties. This connection turns out to be useful in the nonlinear
theory as well. In fact, our next result shows that solutions to the mean value formula P (Jr, f) with r → 0 and
solutions to the local PDE ‖∇u‖p−2ut = ∆pu are related.

To state our convergence result we remark that the problem P (J, f) can be considered with an initial condition
f ∈ L∞(Rn). In this case we say that u solve the problem P (J, f) if u solves P (J, f) where f(x, t) = f(x) for all
t ∈ (−∞, 0).

Our last result is the following:

Theorem 3. Let J : Rn+1 → R, J ≥ 0, compactly supported in the set {(x, t) ∈ Rn+1 : δ ≤ t ≤ δ + γ} where δ
and γ are positive constants,

∫∫
Rn×R J(x, t)dxdt = 1, and assume that J(·, t) is radially symmetric. Let f : Rn → R

be a bounded function, such that f is C2 with bounded derivatives. Then, the solutions to P (Jr, f) converge along
subsequence uniformly as r → 0 on compact sets to a viscosity solution to the problem A ‖∇u‖p−2 ∂u

∂t
= B

(
‖∇u‖p−24u+ (p− 2) ‖∇u‖p−4∇uD2u∇u

)
(x, t) ∈ Rn × [0,∞)

u(x, 0) = f(x) x ∈ Rn

where A, B are two constants that depend on J that are given by

A =

∫∫
Rn×R

J(x,w)|z1|p−2w dz dw and B =
1

2

∫∫
Rn×R

J(z, w)|z1|p dz dw.
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For the linear case p = 2 the analogous result (approximating the linear heat equation, ut = C(J)∆u) was proved
in [1] using a completely different technique.

Concerning approximations of local problems by nonlocal ones, we mention that there are nonlocal (but only in
space) nonlinear problems that approximate the classical p−Laplacian evolution equation, ut = div(‖∇u‖p−2∇u). We
refer to the book [5] and [2, 3, 4, 16]. For equations with a singular kernel in space we quote [11, 21, 22, 24] (this
equation is known as the fractional p−Laplacian in the literature).

The paper is organized as follows: in Section 2 we deal with existence and uniqueness of solutions and collect some
properties of them, proving Theorems 1 and 2; while in Section 3 we prove our limit result when rescaling the kernel,
Theorem 3.

2. Existence and uniqueness of solutions to the nonlocal evolution problem.

2.1. Existence and uniqueness for some particular kernels J . First, we consider a kernel J : Rn+1 → R,
J ≥ 0, compactly supported in the set

{
(x, t) ∈ Rn+1 : δ ≤ t ≤ δ + γ

}
where δ and γ are positive constants, and∫∫

Rn×R J(x, t) dx dt = 1. The fact that the support of the kernel is δ away from zero in time allows us to prove
existence of solutions to our nonlocal problem defined in Rn × [0, δ). Next, we find a solution to our problem in the
whole Rn × [0,∞) iterating the previous construction.

Let us start with the following simple lemma:

Lemma 4. Let F (z) = |z|p−2z, a and b real numbers with b < a. Let Ga,b : R→ R be given by

Ga,b(z) := F (z − b)− F (z − a).

Then, it holds that

Ga,b(z) ≥ G
(
a+ b

2

)
=

1

2p−2
(a− b)p−1

for every z ∈ R.

Proof. When we differentiate Ga,b(z) we obtain

G′a,b(z) = F ′(z − b)− F ′(z − a) = (p− 1)
(
|z − b|p−2 − |z − a|p−2

)
.

Hence G′(z) = 0 if and only if z = (a+ b)/2. Moreover, on the left of (a+ b)/2, G′a,b < 0, and on the right of (a+ b)/2,
G′a,b > 0, then we get that at z = (a+ b)/2 there is a minimum and hence

Ga,b

(
a+ b

2

)
= F

(
a+ b

2
− b
)
− F

(
a+ b

2
− a
)

= F

(
a− b

2

)
− F

(
−a+ b

2

)
=

∣∣∣∣a− b2

∣∣∣∣p−2 a− b2
−
∣∣∣∣−a+ b

2

∣∣∣∣p−2 −a+ b

2
=

1

2p−2
(a− b)p−1.

�

Now we consider the space
C ∩ L∞(f)(Rn × [0, δ)),

where C is the set of uniformly continuous functions and L∞(f) stands for the set of bounded functions with norm less
or equal than ‖f‖L∞(Rn×(−∞,0)). The space C ∩ L∞(f)(Rn × [0, δ)) is a Banach space equipped with the L∞-norm.

Theorem 5. Let J : Rn+1 → R, J ≥ 0, compactly supported inside the set
{

(x, t) ∈ Rn+1 : δ ≤ t ≤ δ + γ
}

and
uniformly continuous verifying

∫∫
Rn×R J(x, t)dxdt = 1. Let f ∈ L∞(Rn × (−∞, 0)). Then, there exists a unique

function u1 ∈ C ∩ L∞(f)(Rn × [0, δ)) such that u1 solves P (J, f) in the strip Rn × [0, δ).

Proof. Let (x, t) ∈ Rn × [0, δ), we define u1(x, t) as the unique value such that∫∫
Rn×R

J(x− y, t− s)F (f(y, s)− u1(x, t))dyds = 0.

The integral above is well defined since J(x− y, t− s), as function of (y, s), has support in the set {t− (δ + γ) ≤ s ≤
t − δ} ⊂ {t − (δ + γ) ≤ s ≤ 0}. The value u1(x, t) is unique because J ≥ 0 and F is an increasing function. Then,
u1(x, t) satisfies

0 =

∫∫
Rn×R

J(x− y, t− s)F (u1(y, s)− u1(x, t)) dy ds
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where

u1(y, s) =

{
f(y, s) s < 0
u1(y, s) s ∈ [0, δ).

Therefore, u1 is the unique function that resolves P (J, f).
Let see that u1 ∈ L∞(Rn × [0, δ)). To this end, fix (x, t) ∈ Rn × [0, δ). If u1(x, t) < −‖f‖L∞(Rn×(−∞,0)) then∫∫

Rn×R
J(x− y, t− s)F (f(y, s)− u1(x, t)) dyds > 0

and if u1(x, t) > ‖f‖L∞(Rn×(−∞,0)) then∫∫
Rn×R

J(x− y, t− s)F (f(y, s)− u1(x, t)) dyds < 0,

in any of the two cases we have a contradiction with the definition of u1(x, t). Hence, we conclude that

|u1(x, t)| ≤ ‖f‖L∞(Rn×(−∞,0))

for all (x, t) ∈ Rn × [0, δ).
Now we have to show that u1 ∈ C(Rn× [0, δ)). To this end, let (x, t) and (x+h, t+k) in Rn× [0, δ), and we assume

without loss of generality that u1(x+ h, t+ k) < u1(x, t), then we have

0 =

∫∫
Rn×R

J(x+ h− y, t+ k − s)F (f(y, s)− u1(x+ h, t+ k)) dy ds

−
∫∫

Rn×R
J(x− y, t− s)F (f(y, s)− u1(x, t)) dy ds

=

∫∫
Rn×R

J(x+ h− y, t+ k − s) [F (f(y, s)− u1(x+ h, t+ k))− F (f(y, s)− u1(x, t))] dy ds

+

∫∫
Rn×R

[J(x+ h− y, t+ k − s)− J(x− y, t− s)]F (f(y, s)− u1(x, t)) dy ds.

Hence, ∫∫
Rn×R

J(x+ h− y, t+ k − s) [F (f(y, s)− u1(x+ h, t+ k))− F (f(y, s)− u1(x, t))] dy ds

≤
∣∣∣∣∫∫

Rn×R
[J(x+ h− y, t+ k − s)− J(x− y, t− s)]F (f(y, s)− u1(x, t))dy ds

∣∣∣∣
≤
∫∫

Rn×R
|J(x+ h− y, t+ k − s)− J(x− y, t− s)| |F (f(y, s)− u1(x, t))| dy ds.

Using Lemma 4 we get

1

2p−2
(u1(x, t)− u1(x+ h, t+ k))p−1

≤
∫∫

Rn×R
J(x+ h− y, t+ k − s) [F (f(y, s)− u1(x+ h, t+ k))− F (f(y, s)− u1(x, t))] dy ds

≤
∫∫

Rn×R
|J(x+ h− y, t+ k − s)− J(x− y, t− s)| |F (f(y, s)− u1(x, t))| dy ds

≤ ω1(h, k)F (2 ‖f‖L∞)

where ω1 is the modulus of continuity of J .
Hence, we conclude that u1 ∈ C ∩ L∞(f)(Rn × [0, δ)), with a modulus of continuity of u1 depending only on the

continuity of J , f and on the nonlinearity F (but independent of δ). �

Now, we just iterate the previous result to obtain existence and uniqueness of a solution with t ∈ [0,∞).

Theorem 6. Let J : Rn+1 → R, J ≥ 0, compactly supported inside {(x, t) ∈ Rn+1 : δ ≤ t ≤ δ + γ} and uniformly
continuous with

∫∫
Rn×R J(x, t)dxdt = 1. Let f ∈ L∞(Rn× (−∞, 0)). Then, there exists a unique u ∈ C ∩L∞(f)(Rn×

[0,∞)) that solves P (J, f).
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Proof. We construct the solution of P (J, f) in time strips. First, we build a solution in Rn × [0, δ) and next we
extend it in sets of the form Rn × [(m − 1)δ,mδ) with m ∈ N. Let u1 ∈ C ∩ L∞(f) be the unique solution of
P (J, f) in Rn × [0, δ). Now, let u2 ∈ C ∩ L∞(f)(Rn × [δ, 2δ)) the unique function that solves P (J, u1), where u1 =
fXt<0 + u1Xt∈[0,δ), on the strip Rn × [δ, 2δ). Inductively, we can take um ∈ C ∩ L∞(f) that solves P (J, um−1), where
um−1 = fXt<0 +

∑m−1
i=1 uiX[(i−1)δ,iδ), on the strip [(m− 1)δ,mδ). Then u(x, t) =

∑∞
m=1 um(x, t)X[(m−1)δ,mδ)(t) solves

P (J, f) in Rn × [0,∞). Also ‖u‖L∞(Rn×[0,∞)) ≤ ‖f‖L∞(Rn×(−∞,0)). The uniquines of u follows from the fact that it is
unique on every strip. With the same argument we have used in Theorem 5 we obtain that u ∈ C. �

2.2. Properties of the solutions. Now we show some properties of the solutions that will be used in what follows.
In the next lemmas will be prove the results only for solutions on the strip Rn × [0, δ). Later we will see that we can
extend the results to solutions on Rn × [0,∞). We still assume that J : Rn+1 → R, J ≥ 0, is uniformly continuous
and compactly supported inside the set

{
(x, t) ∈ Rn+1 : δ ≤ t ≤ δ + γ

}
with

∫∫
Rn×R J(x, t) dx dt = 1 (up to this point

we have proved existence and uniqueness only for this particular class of kernels).

Lemma 7. If u solves P (J, f) and k ∈ R, then ku solves P (J, εf) and u+ k solves P (J, f + k).

Proof. Immediate. �

Lemma 8. Let f and g in L∞(Rn × (−∞, 0)) with f ≤ g, with u and v solutions of P (J, f) and P (J, g) respectively,
then u ≤ v.

Proof. Let (x, t) ∈ Rn × [0, δ), then

0 =

∫∫
Rn×R

J(x− y, t− s)F (f(y, s)− u(x, t)) dy ds ≤
∫∫

Rn×R
J(x− y, t− s)F (g(y, s)− u(x, t)) dy ds.

So, from the definition of u(x, t) and v(x, t), we have that u(x, t) ≤ v(x, t). �

Lemma 9 (Continuity with respect to the initial datum). Let f and g in L∞(Rn × (−∞, 0)), u and v solutions with
initial conditions f and g respectively. Then ‖u− v‖L∞(Rn×[0,δ)) ≤ ‖f − g‖L∞(Rn×(−∞,0)).

Proof. Let ε = ‖f − g‖L∞(Rn×(−∞,0)). By hypothesis we have

−ε+ f ≤ g ≤ f + ε

and then by Lemmas 7 and 8 we obtain that

−ε+ u ≤ v ≤ u+ ε.

Therefore
‖u− v‖L∞(Rn×[0,δ)) ≤ ε,

as we wanted to prove. �

Now, let us show that for initial data f with a prescribed Lipschitz smoothness, this Lipschitz smoothness is
preserved.

Lemma 10. Let f ∈ L∞(Rn×(−∞, 0)) be such that f(·, t) is Lipschitz with Lipschitz constant K for every t ∈ (−∞, 0)
and u is the solution to P (J, f) then u(·, t) is Lipschitz with the same constant K for every t ∈ [0, δ).

Proof. We fix t ∈ [0, δ) and x1 and x2 in Rn, then we have

0 =

∫∫
Rn×R

J(x1 − y, t− s)F (f(y, s)− u(x1, t)) dy ds

=

∫∫
Rn×R

J(z, t− s)F (f(x1 − z, s)− u(x1, t)) dy ds

=

∫∫
Rn×R

J(z, t− s)F (f(x1 − z, s)− f(x2 − z, s)− (u(x1, t)− f(x2 − z, s))) dy ds

≤
∫∫

Rn×R
J(z, t− s)F (K|x1 − x2| − (u(x1, t)− f(x2 − z, s))) dy ds

=

∫∫
Rn×R

J(x2 − y, t− s)F (f(y, s)− (u(x1, t)−K|x1 − x2|)) dy ds.

Hence, u(x1, t)−K|x1−x2| ≤ u(x2, t), and then we get u(x1, t)−u(x2, t) ≤ K|x1−x2|. In the same way we can show
that u(x2, t)− u(x1, t) ≤ K|x1 − x2| and we conclude that u(·, t) is Lipschitz with constant K for every t ∈ [0, δ). �
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Lemma 11. Let f ∈ L∞(Rn × (−∞, 0)), a nonnegative function such that f(·, t) is radial for every t ∈ (−∞, 0).
Suppose also that J(·, t) is radial for every t ∈ R. Then, if u solves P (J, f), u(·, t) is radial for every t ∈ [0, δ).
Furthermore, if we assume that J(·, t) and f(·, s) are radially decreasing for every t ∈ R and s ∈ (−∞, 0), then u(·, t)
is radially decreasing for every t ∈ [0, δ).

Proof. First, we show that u is radial. Consider u restricted to the strip Rn × [0, δ). For (x, t) in that set we have

0 =

∫∫
Rn×R

J(x− y, t− s)F (f(y, s)− u(x, t)) dy ds.

Hence, if ρ is a rotation, we get

0 =

∫∫
Rn×R

J(ρx− y, t− s)F (f(y, s)− u(ρx, t)) dy ds

=

∫∫
Rn×R

J(ρ(x− ρ−1y), t− s)F
(
f(ρ−1y, s)− u(ρx, t)

)
dy ds

=

∫∫
Rn×R

J(x− ρ−1y, t− s)F
(
f(ρ−1y, s)− u(ρx, t)

)
dy ds

=

∫∫
Rn×R

J(x− y, t− s)F (f(y, s)− u(ρx, t)) dy ds.

Therefore, u(ρx, t) solves P (J, f) in Rn × [0, δ), and, by uniqueness, we get u(ρx, t) = u(x, t) for t ∈ [0, δ).
Assume now that J(·, t) and f(·, s) are radially decreasing for every t ∈ R and s ∈ (−∞, 0), and let us show that

u(·, t) is radially decreasing for every t ∈ [0, δ). Fix x1 and x2 in Rn with x1 = µx2, µ > 1, then our aim is to show
that u(x2, t) ≤ u(x1, t). Let us first show that

(1)
∫∫

Rn×R
J(x1 − y, t− s)F (f(y, s)− L) dy ds−

∫∫
Rn×R

J(x2 − y, t− s)F (f(y, s)− L) dy ds ≥ 0

for every L ∈ R. As x1 = µx2 with µ > 1, there exists a rotation ρ such that ρx1 = z1e1 and ρx2 = z2e1, where
e1 = (1, 0, . . . , 0) and 0 ≤ z1 < z2. Then, as J(·, t−s) and f(·, s) are radial for every t ∈ [0, δ) and s < 0, the inequality
(1) is equivalent to∫∫

Rn×R
J(z1e1 − y, t− s)F (f(y, s)− L) dy ds−

∫∫
Rn×R

J(z2e1 − y, t− s)F (f(y, s)− L) dy ds ≥ 0

and to ∫
s≤0

∫
y∈Rn−1

∫
R
J(z1 − y1,−y, t− s)F (f(y1, y, s)− L) dy1 dy ds

−
∫
s≤0

∫
y∈Rn−1

∫
R
J(z2 − y1,−y, t− s)F (f(y1, y, s)− L) dy1 dy ds

=

∫
s≤0

∫
y∈Rn−1

[∫
R
J(z1 − y1,−y, t− s)F (f(y1, y, s)− L) dy1

−
∫
R
J(z2 − y1,−y, t− s)F (f(y1, y, s)− L) dy1

]
dy ds ≥ 0.

Since J(·,−y, t− s) and f(·, y, s) are radially decreasing for every y ∈ Rn−1, t ∈ [0, δ) and s < 0, we only have to show
that if J : R → R (supported in [−R,R] for some R > 0) and f : R → R are nonnegative and radially decreasing
functions, then

(2)
∫
R
J(z1 − y)F (f(y)− L)dy −

∫
R
J(z2 − y)F (f(y)− L)dy ≥ 0
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for 0 ≤ z1 < z2 and every L ∈ R. To prove this fact we observe that∫
R
J(z1 − y)F (f(y)− L)dy −

∫
R
J(z2 − y)F (f(y)− L)dy

=

∫
R
J(y) [F (f(z1 − y)− L)− F (f(z2 − y)− L)] dy

=

∫
R
J

(
z1 + z2

2
+ z

)[
F

(
f

(
z1 −

z1 + z2
2

− z
)
− L

)
− F

(
f

(
z2 −

z1 + z2
2

− z
)
− L

)]
dz

=

∫
R
J

(
z1 + z2

2
+ z

)[
F

(
f

(
z1 − z2

2
− z
)
− L

)
− F

(
f

(
z2 − z1

2
− z
)
− L

)]
dz

=

∫
R
J

(
z1 + z2

2
+ z

)[
F

(
f

(
z2 − z1

2
+ z

)
− L

)
− F

(
f

(
z2 − z1

2
− z
)
− L

)]
dz

=

∫
R
J

(
z1 + z2

2
+ z

)
g(z)dz

where g(z) = F
(
f
(
z2−z1

2 + z
)
− L

)
−F

(
f
(
z2−z1

2 − z
)
− L

)
, that is a odd function in z with g(z) ≥ 0 for z < 0, since

f
(
z2−z1

2 + z
)
≥ f

(
z2−z1

2 − z
)
for z < 0 (recall that f is radially decreasing and that z2−z1

2 > 0). Then, let us show
that

(3)
∫
R
J

(
z1 + z2

2
+ z

)
g(z)dz ≥ 0.

As g(z) is odd we have∫
R
J

(
z1 + z2

2
+ z

)
g(z)dz

=

∫ −|R− z1+z2
2 |

−R− z1+z2
2

J

(
z1 + z2

2
+ z

)
g(z)dz +

∫ 0

−|R− z1+z2
2 |

J

(
z1 + z2

2
+ z

)
g(z)dz

+

∫ |R− z1+z2
2 |

0

J

(
z1 + z2

2
+ z

)
g(z)dz

=

∫ −|R− z1+z2
2 |

−R− z1+z2
2

J

(
z1 + z2

2
+ z

)
g(z)dz −

∫ |R− z1+z2
2 |

0

J

(
z1 + z2

2
− z
)
g(z)dz

+

∫ |R− z1+z2
2 |

0

J

(
z1 + z2

2
+ z

)
g(z)dz

=

∫ −|R− z1+z2
2 |

−R− z1+z2
2

J

(
z1 + z2

2
+ z

)
g(z)dz +

∫ |R− z1+z2
2 |

0

(
−J

(
z1 + z2

2
− z
)

+ J

(
z1 + z2

2
+ z

))
g(z)dz.

The first integral is nonnegative since J and g are greater or equal than zero in the set [−R− z1+z2
2 ,−

∣∣R− z1+z2
2

∣∣]. The
second integral is also nonnegative since −J

(
z1+z2

2 − z
)

+ J
(
z1+z2

2 + z
)
≤ 0 for z ≥ 0 (since J is radially decreasing

and z1+z2
2 > 0) and g(z) ≤ 0 for z ≥ 0). Then we conclude that (3), and hence (1) hold, for t ∈ [0, δ). If we take

L = u(x1, t) in (1), we obtain ∫∫
Rn×R

J(x2 − y, t− s)F (f(y, s)− u(x1, t)) dy ds ≤ 0

and this inequality implies that u(x2, t) ≤ u(x1, t) for t ∈ [0, δ). �

In the next lemma we assume that the solutions are defined on Rn × [0,∞).

Lemma 12. (Scaling invariance) Let r > 0 and Jr(x, t) = 1
rn+2 J

(
x
r ,

t
r2

)
. If u is the solution to P (Jr, f) and v solves

P (J, rn+2f(rx, r2t)), then

u(x, t) = r−n−2v

(
x

r
,
t

r2

)
.

Proof. As v solves P (J, rn+2f(rx, r2t)) then we have∫∫
Rn×R

J(x− y, t− s)F (v(y, s)− v(x, t)) dy ds = 0
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for (x, t) ∈ Rn × [0,∞) where

v(y, s) =

{
rn+2f(ry, r2s) t < 0,
v(y, s) t ≥ 0.

Therefore,

0 =

∫∫
Rn×R

J

(
x

r
− y, t

r2
− s
)
F

(
v(y, s)− v

(
x

r
,
t

r2

))
dy ds

and then

0 = (r−n−2)p−1
∫∫

Rn×R
J

(
x

r
− y, t

r2
− s
)
F

(
v(y, s)− v

(
x

r
,
t

r2

))
dy ds

=

∫∫
Rn×R

J

(
x

r
− y, t

r2
− s
)
F

(
r−n−2v(y, s)− r−n−2v

(
x

r
,
t

r2

))
dy ds

=

∫∫
Rn×R

1

rn+2
J

(
x− y
r

,
t− s
r2

)
F

(
r−n−2v

(y
r
,
s

r2

)
− r−n−2v

(
x

r
,
t

r2

))
dy ds

=

∫∫
Rn×R

Jr(x− y, t− s)F
(
r−n−2v

(y
r
,
s

r2

)
− r−n−2v

(
x

r
,
t

r2

))
dy ds

where

r−n−2v
(y
r
,
s

r2

)
=

{
f(y, s) t < 0
r−n−2v

(
y
r ,

s
r2

)
t ≥ 0.

We have obtained that r−n−2v
(
x
r ,

t
r2

)
solves P (J, f), and then, by uniqueness, it coincides with u(x, t). �

2.3. Existence and uniqueness for general kernels J . Our aim is to get rid of the hypothesis that the kernel is
compactly supported in the set

{
(x, t) ∈ Rn+1 : δ ≤ t ≤ δ + γ

}
.

Theorem 13. Let J : Rn+1 → R, J ≥ 0, uniformly continuous and compactly supported inside the set {(x, t) ∈
Rn+1 : t ≥ 0}, with

∫∫
J(x, t)dxdt = 1. Let f ∈ L∞(Rn × (−∞, 0)). Let (hm, km) ∈ Rn × (0,∞) be such that

(hm, km) → (0, 0) as m → ∞. Consider Jm(x, t) := J(x − hm, t − km). Then, if um are the solutions of P (Jm, f),
there exists a subsequence uml that converges uniformly, in every compact subset K of Rn × [0,∞), to a limit u ∈
C ∩ L∞(f)(Rn × [0,∞)) that solves P (J, f).

Proof. As um are uniformly continuity functions and their modulus of continuity is the same for every m, the functions
um are equicontinuous. Also the functions um are uniformly bounded. Hence, by Arzela-Ascoli’s theorem and using a
diagonal procedure, there is a subsequence uml that converges uniformly to a function u ∈ C ∩L∞(f)(Rn × [0,∞)) in
compact subsets K in Rn × [0,∞). Let us show that this function u is a solution to P (J, f). As uml solves P (Jml , f)
we have that

0 =

∫∫
Rn×R

Jml(x− y, t− s)F (uml(y, s)− uml(x, t)) dy ds

=

∫∫
Rn×R

J(x− hml − y, t− kml − s)F (uml(y, s)− uml(x, t)) dy ds.

Since the functions uml(y, s)− uml(x, t) are uniformly bounded we get that

|J(x− hml − y, t− kml − s)F (uml(y, s)− uml(x, t))| ≤ J(x− hml − y, t− kml − s)F (2 ‖f‖L∞).

So, from the dominated convergence theorem, we obtain

0 = lim
l→∞

∫∫
Rn×R

J(x− hml − y, t− kml − s)F (uml(y, s)− uml(x, t)) dy ds

=

∫∫
Rn×R

J(x− y, t− s)F (u(y, s)− u(x, t)) dy ds,

and we conclude that u solves P (J, f). �

Theorem 14. Let J : Rn+1 → R, J ≥ 0, uniformly continuous and compactly supported in the set {(x, t) ∈ Rn+1 : t ≥
0}, and

∫∫
J(x, t)dxdt = 1. Let f ∈ L∞(Rn×(−∞, 0)). Then there exists a unique function u ∈ C∩L∞(f)(Rn×[0,∞))

that solves P (J, f).
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Proof. By Theorem 13 there exists a function u ∈ C ∩ L∞(f)(Rn × [0,∞)) that solves P (J, f).

Let see that such solution u is unique. Let α = sup
{
γ :
∫∫
t≤γ J(x, t)dxdt < 1

}
. It is enough to show that u is

unique in Rn × [0, α]. Suppose, arguing by contradiction, that there exists u, v ∈ C ∩ L∞(f)(Rn × [0, α]) that solves
P (J, f) and u 6= v. Then, there exist ν > 0 and a point (x, t) ∈ Rn × [0, α] such that |u(x, t)− v(x, t)| > ν. Let

t0 = sup
{
t ∈ [0, α] : ‖u− v‖L∞(Rn×[0,t]) ≤ ν

}
.

This value is well defined since u(·, 0) = v(·, 0). Note that t0 < α. Then, there exists a secuence {tm}m∈N with
tm ↓ t0 and there are xm ∈ Rn such that |u(xm, tm)− v(xm, tm)| > ν. We can suppose whitout loss of generality that
u(xm, tm) + ν < v(xm, tm). Then

0 =

∫∫
Rn×R

J(xm − y, tm − s)F (v(y, s)− v(xm, tm))dyds−
∫∫

Rn×R
J(xm − y, tm − s)F (u(y, s)− u(xm, tm))dy ds

= Im + IIm + IIIm,

where

Im =

∫∫
tm−α≤s≤0

J(xm − y, tm − s) (F (f(y, s)− v(xm, tm))− F (f(y, s)− u(xm, tm))) dy ds,

IIm =

∫∫
0≤s≤t0

J(xm − y, tm − s) (F (v(y, s)− v(xm, tm))− F (u(y, s)− u(xm, tm))) dy ds,

IIIm =

∫∫
t0≤s≤tm

J(xm − y, tm − s) (F (v(y, s)− v(xm, tm))− F (u(y, s)− u(xm, tm))) dy ds.

From Lemma 4 we have that

−Im ≥
1

2p−2
(v(xm, tm)− u(xm, tm))p−1

∫∫
tm−α≤s≤0

J(xm − y, tm − s)dy ds

=
1

2p−2
νp−1

∫∫
tm≤w≤α

J(z, w)dz dw.

Now, from the definition of t0 we have that

IIm ≤
∫∫

0≤s≤t0
J(xm − y, tm − s) (F (u(y, s) + ν − v(xm, tm))− F (u(y, s)− u(xm, tm))) dy ds

≤
∫∫

0≤s≤t0
J(xm − y, tm − s) (F (u(y, s)− u(xm, tm))− F (u(y, s)− u(xm, tm))) dy ds = 0.

Then,

1

2p−2
νp−1

∫∫
tm≤s≤α

J(y, s)dy ds

≤
∫∫

t0≤s≤tm
J(xm − y, tm − s) (F (v(y, s)− v(xm, tm))− F (u(y, s)− u(xm, tm))) dy ds

≤ 2F (2 ‖f‖L∞)

∫∫
t0≤s≤tm

J(xm − y, tm − s)dy ds

= 2F (2 ‖f‖L∞)

∫∫
0≤s≤tm−t0

J(y, s)dy ds.

The first term of the chain of inequalities goes to

νp−1

2p−2

∫∫
t0≤s≤α

J(y, s) dy ds > 0,

when m goes to +∞, and the last term vanishes when m goes to +∞. So we obtained a contradiction. �

Remark 1. The properties of the solutions to P (J, f) that we proved in Lemmas 7 to 12 can be extended for solutions
to P (J, f) with a general kernel J . We only have to argue as follows: first (considering kernels compactly supported
in
{

(x, t) ∈ Rn+1 : δ ≤ t ≤ δ + γ
}
) we extend the results to t > 0 iterating the results that we proved in the strip

0 ≤ t < δ and finally we extend the results for a general kernel by an approximation procedure.
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2.4. Existence and uniqueness via Banach’s fixed point theorem. Now, we want to provide an alternative
proof for existence and uniqueness of solutions. Here, as fro the previous proof, we assume that the kernel J is
continuous. Let

α = sup

{
γ :

∫∫
t≤γ

J(x, t)dxdt < 1

}
,

and let us consider the space
B1 := C ∩ L∞(f)(Rn × [0, R]),

with 0 < R < α, as before, C denote the set of uniform continuous funcions and L∞(f) stands for the set of bounded
functions with norm less or equal than ‖f‖L∞(Rn×(−∞,0)). The space C ∩ L∞(f)(Rn × [0, R]) is a Banach space with
the L∞-norm.

Let us show that our nonlocal problem has a unique solution in this space. To see this fact we define an operator T :
B1 → B1 and, using a fixed point argument (Banach’s fixed point theorem), we will prove existence and uniqueness of
solutions. This task requires extra conditions on the datum f that will be removed latter using a delicate approximation
argument. Let us define T : B1 → B1. Given u ∈ B1 we set

Tu(x, t) = λu(x, t)

where λu(x, t) is the unique value that satisfies the equation∫∫
Rn×R

J(x− y, t− s)F (u(y, s)− λu(x, t)) dy ds = 0.

Note that λu(x, t) is unique due to the fact that F is increasing and J ≥ 0.

Lemma 15. The operator T is well defined from B1 to B1.

Proof. The argument is similar to the one used in the proof of Theorem 5. Let u ∈ B1 and (x, t) ∈ Rn × [0, R]. If
λu(x, t) < −‖f‖L∞(Rn×(−∞,0)) then∫∫

Rn×R
J(x− y, t− s)F (u(y, s)− λu(x, t)) dy ds > 0

and if λu(x, t) > ‖f‖L∞(Rn×(−∞,0)) then∫∫
Rn×R

J(x− y, t− s)F (u(y, s)− λu(x, t)) dy ds < 0,

in any of the two cases we have a contradiction with the definition of T . Hence, we conclude that

|λu(x, t)| ≤ ‖f‖L∞(Rn×(−∞,0)) .

Now we have to show that λu(x, t) ∈ C(Rn × [0, R]). To this end, let (x, t) and (x+ h, t+ k) in Rn × [0, R], and we
assume without loss of generality that λu(x+ h, t+ k) < λu(x, t), then we have

0 =

∫∫
Rn×R

J(x+ h− y, t+ k − s)F (u(y, s)− λu(x+ h, t+ k)) dy ds

−
∫∫

Rn×R
J(x− y, t− s)F (u(y, s)− λu(x, t)) dy ds

=

∫∫
Rn×R

J(x+ h− y, t+ k − s) [F (u(y, s)− λu(x+ h, t+ k))− F (u(y, s)− λu(x, t))] dy ds

+

∫∫
Rn×R

[J(x+ h− y, t+ k − s)− J(x− y, t− s)]F (u(y, s)− λu(x, t)) dy ds.

Hence, ∣∣∣∣−∫∫
Rn×R

J(x+ h− y, t+ k − s) [F (u(y, s)− λu(x+ h, t+ k))− F (u(y, s)− λu(x, t))] dy ds

∣∣∣∣
=

∣∣∣∣∫∫
Rn×R

[J(x+ h− y, t+ k − s)− J(x− y, t− s)]F (u(y, s)− λu(x, t))dy ds

∣∣∣∣
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and then ∫∫
Rn×R

J(x+ h− y, t+ k − s) [F (u(y, s)− λu(x+ h, t+ k))− F (u(y, s)− λu(x, t))] dy ds

≤
∫∫

Rn×R
[J(x+ h− y, t+ k − s)− J(x− y, t− s)] |F (u(y, s)− λu(x, t))| dy ds.

Using Lemma 4 we get
1

2p−2
(λu(x, t)− λu(x+ h, t+ k))p−1

≤
∫∫

Rn×R
J(x+ h− y, t+ k − s) [F (u(y, s)− λu(x+ h, t+ k))− F (u(y, s)− λu(x, t))] dy ds

≤
∫∫

Rn×R
[J(x+ h− y, t+ k − s)− J(x− y, t− s)] |F (u(y, s)− λu(x, t))| dy ds

≤ ω1(h, k)F (2 ‖f‖L∞).

where ω1 depends on J . Therefore, we have that λu ∈ C. �

Now we prove an auxiliary result.

Lemma 16. Let {um}m∈N be a sequence of functions in B1, then, if um → u uniformly in Rn× [0, R] then Tum → Tu
uniformly in Rn × [0, R].

Proof. Fix ε > 0, as um → u uniformly then there exists Nε ∈ N such that

−ε ≤ um(y, s)− u(y, s) ≤ ε
for every (y, s) ∈ Rn × (−∞, R] and m ≥ Nε. Given (x, t) ∈ Rn × [0, R], we have

u(y, s)− ε− λum(x, t) ≤ um(y, s)− λum(x, t) ≤ u(y, s) + ε− λum(x, t).

As F is increasing and J is nonnegative we obtain∫∫
Rn×R

J(x− y, t− s)F (u(y, s)− (ε+ λum(x, t))) dy ds

≤
∫∫

Rn×R
J(x− y, t− s)F (um(y, s)− λum(x, t)) dy ds

≤
∫∫

Rn×R
J(x− y, t− s)F (u(y, s)− (−ε+ λum(x, t)))dy ds.

Hence, ∫∫
Rn×R

J(x− y, t− s)F (u(y, s)− (ε+ λum(x, t)))dy ds ≤ 0

≤
∫∫

Rn×R
J(x− y, t− s)F (u(y, s)− (λum(x, t)− ε))dy ds

and we obtain that
λum(x, t)− ε ≤ λu(x, t) ≤ ε+ λum(x, t)

holds for every (x, t) ∈ Rn × [0, R]. In this way we have proved that

−ε ≤ λu(x, t)− λum(x, t) ≤ ε
for every (x, t) ∈ Rn × [0, R] and m ≥ Nε. This implies that λum → λu uniformly in Rn × [0, R]. �

Lemma 17. If u and v belong to L∞(Rn × [0, R]), then

‖Tu− Tv‖L∞(Rn×[0,R]) ≤ ‖u− v‖L∞(Rn×[0,R]) .

Proof. The proof follows from the same arguments used in the proof of the previous lemma taking um as v and
ε = ‖u− v‖L∞(Rn×[0,R]). �

Now we are ready to show that T is contractive. To this end we need to assume some extra conditions on the datum
f that will be removed latter by an approximation argument.

Lemma 18 (T is contractive). If f verifies that for every (x, t) ∈ Rn × [0, R]
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i) there exists a(x, t) and b(x, t) such that

inf
(y,s)∈C(x,t)

f(y, s) < a(x, t) < b(x, t) < sup
(y,s)∈C(x,t)

f(y, s)

where C(x, t) := {(y, s) ∈ Rn+1 : (y, s) ∈ suppJ(x− ·, t− ·) and s < 0};
ii) there are sets A(x, t) and B(x, t) with A(x, t) ⊂ {(y, s) ∈ C(x, t) : f(y, s) ≤ a(x, t)} and B(x, t) ⊂ {(y, s) ∈

C(x, t) : f(y, s) ≥ b(x, t)} such that
∫∫
A(x,t)

J(x−y, t−s)dyds > d1 > 0 and
∫∫
B(x,t)

J(x−y, t−s)dyds > d2 > 0;

iii) there exists % > 0 such that %(x, t) = b(x,t)−a(x,t)
4 ≥ %.

Then, the operator T : B1 → B1 is a strict contraction.

Proof. Fix u and v in B1, and let (x, t) ∈ Rn× [0, R]. Assume, without loss of generality that λv(x, t) < λu(x, t), then

0 =

∫∫
Rn×R

J(x− y, t− s)F (u(y, s)− λu(x, t))dy ds−
∫∫

Rn×R
J(x− y, t− s)F (v(y, s)− λv(x, t)) dy ds,

equivalently,

0 =

∫∫
t−α≤s≤0

J(x− y, t− s)F (f(y, s)− λu(x, t))dy ds+

∫∫
0≤s≤t

J(x− y, t− s)F (u(y, s)− λu(x, t))dy ds

−
(∫∫

t−α≤s≤0
J(x− y, t− s)F (f(y, s)− λv(x, t))dy ds+

∫∫
0≤s≤t

J(x− y, t− s)F (v(y, s)− λv(x, t))dy ds
)
.

Hence, we have∫∫
t−α≤s≤0

J(x− y, t− s)F (f(y, s)− λv(x, t))dy ds−
∫∫

t−α≤s≤0
J(x− y, t− s)F (f(y, s)− λu(x, t)) dy ds

=

∫∫
0≤s≤t

J(x− y, t− s)F (u(y, s)− λu(x, t))dy ds−
∫∫

0≤s≤t
J(x− y, t− s)F (v(y, s)− λv(x, t)) dy ds.

From the mean value theorem we conclude that∫∫
t−α≤s≤0

J(x− y, t− s)F ′(C(f(y, s), λu(x, t), λv(x, t)))[λu(x, t)− λv(x, t)]dy ds

=

∫∫
0≤s≤t

J(x− y, t− s)F ′(C(u(y, s), v(y, s), λu(x, t), λv(x, t)))[u(y, s)− v(y, s)− λu(x, t) + λv(x, t)]dy ds

where the mean value C(f(y, s), λu(x, t), λv(x, t)) is between f(y, s) − λu(x, t) and f(y, s) − λv(x, t), and the mean
value |C(u(y, s), v(y, s), λu(x, t), λv(x, t))| is bounded by 2 ‖f‖L∞ . To simplify the notation we call

C1 := C(f(y, s), λu(x, t), λv(x, t)) and C2 := C(u(y, s), v(y, s), λu(x, t), λv(x, t)).

From the previous identity we get

(4)

[λu(x, t)− λv(x, t)]

≤

∫∫
0≤s≤t

J(x− y, t− s)F ′(C2)dyds∫∫
t−α≤s≤0

J(x− y, t− s)F ′(C1)dyds+

∫∫
0≤s≤t

J(x− y, t− s)F ′(C2)dyds

‖u− v‖L∞(Rn×[0,R])

≤
F ′(2 ‖f‖L∞)

∫∫
0≤s≤R

J(y, s)dyds∫∫
t−α≤s≤0

J(x− y, t− s)F ′(C1)dyds+ F ′(2 ‖f‖L∞)

∫∫
0≤s≤R

J(y, s)dyds

‖u− v‖L∞(Rn×[0,R]) .

To obtain the second inequality we have used the facts that F ′ is positive and increasing, that J is nonnegative and
that the function h(x) = x

c+x is non-decreasing on [0,∞) for every c ≥ 0.
Now we observe that, if we bound |C1| from below by a positive number (recall that this constant is between

f(y, s) − λu(x, t) and f(y, s) − λv(x, t)), using that the previous inequalities hold for every (x, t) ∈ Rn × [0, R], we
obtain that

‖λu − λv‖L∞(Rn×[0,R]) ≤ τ ‖u− v‖L∞(Rn×[0,R])

with 0 < τ < 1.
Then our goal is to find a lower bound for |C1|. First, let us assume that ‖u− v‖L∞(Rn×[0,R]) ≤ %. From Lemma

17, we have that λu(x, t)− λv(x, t) ≤ %. Now we analyze three different cases.
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1) Assume that λu(x, t) ≤ a(x,t)+b(x,t)
2 and λv(x, t) ≤ a(x,t)+b(x,t)

2 . Then, for every (y, s) ∈ B(x, t), we have

f(y, s)− λu(x, t) ≥ b(x, t)− a(x, t) + b(x, t)

2
=
b(x, t)− a(x, t)

2
>
b(x, t)− a(x, t)

4
≥ %

f(y, s)− λv(x, t) ≥ b(x, t)−
a(x, t) + b(x, t)

2
=
b(x, t)− a(x, t)

2
>
b(x, t)− a(x, t)

4
≥ %.

2) Assume that λu(x, t) ≥ a(x,t)+b(x,t)
2 and λv(x, t) ≥ a(x,t)+b(x,t)

2 . Then, for every (y, s) ∈ A(x, t), it holds that

λu(x, t)− f(y, s) ≥ a(x, t) + b(x, t)

2
− a(x, t) =

b(x, t)− a(x, t)

2
>
b(x, t)− a(x, t)

4
≥ %

λv(x, t)− f(y, s) ≥ a(x, t) + b(x, t)

2
− a(x, t) =

b(x, t)− a(x, t)

2
>
b(x, t)− a(x, t)

4
≥ %.

3) Assume that λu(x, t) > a(x,t)+b(x,t)
2 > λv(x, t). As we have λu(x, t) − λv(x, t) ≤ % ≤ b(x,t)−a(x,t)

4 for every
(x, t) ∈ Rn × [0, R], we get

λv(x, t) +
b(x, t)− a(x, t)

4
>
a(x, t) + b(x, t)

2
.

Hence,

λv(x, t) >
3

4
a(x, t) +

1

4
b(x, t)

and then, for (y, s) ∈ A(x, t) we obtain

λv(x, t)− f(y, s) >
3

4
a(x, t) +

1

4
b(x, t)− a(x, t) =

b(x, t)− a(x, t)

4
≥ %

λu(x, t)− f(y, s) >
3

4
a(x, t) +

1

4
b(x, t)− a(x, t) =

b(x, t)− a(x, t)

4
≥ %.

In any of the three cases we have that |C1| ≥ % in A(x, t) or in B(x, t), therefore, we get∫∫
t−α≤s≤0

J(x− y, t− s)F ′(C1)dyds ≥ F ′(%)

∫∫
A(x,t)

J(x− y, t− s)dyds

= F ′(%)

∫∫
A(x,t)

J(y1, s1)dy1ds1

≥ F ′(%)d1 > 0

or ∫∫
t−α≤s≤0

J(x− y, t− s)F ′(C1)dyds ≥ F ′(%)

∫∫
B(x,t)

J(x− y, t− s)dyds

= F ′(%)

∫∫
B(x,t)

J(y1, s1)dy1ds1

≥ F ′(%)d2 > 0.

Hence, ∫∫
t−α≤s≤0

J(x− y, t− s)F ′(C1)dyds ≥ F ′(%) min{d1, d2} > 0.

Then, from (4), we get that
λu(x, t)− λv(x, t) ≤ τ ‖u− v‖L∞(Rn×[0,R])

for some τ < 1. As the previous inequality holds for every (x, t) ∈ Rn × [0, R], we conclude that

‖λu − λv‖L∞(Rn×[0,R]) ≤ τ ‖u− v‖L∞(Rn×[0,R])

with 0 < τ < 1.
Assume now that ‖u− v‖L∞(Rn×[0,R]) ≥ %. In this case we argue by contradiction. Assume that there is no

0 < τ < 1 such that
‖Tu− Tv‖ ≤ τ ‖u− v‖

for every u and v with ‖u− v‖L∞(Rn×[0,R]) ≥ %. Then, there exist τl > 0, ul, vl in B1, with ‖ul − vl‖L∞(Rn×[0,R]) ≥ %,
τl → 1 as l→∞, and such that

‖Tul − Tvl‖ ≥ τl ‖ul − vl‖ .
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As the functions ul are uniformly bounded and are equicontinuous, by Arzela-Ascoli’s theorem, there exists a subse-
quence {uli}i∈N that converges uniformly to a function u ∈ B1. By the same argument we can extract of {uli}i∈N
a converging subsequence vli to some v ∈ B1. Then, there exist {um}m∈N and {vm}m∈N with um → u, vm → v
uniformly and such that

‖Tum − Tvm‖ ≥ τm ‖um − vm‖

with τm → 1. If we take the limit as m→∞, by Lemma 17 and Lemma 16, we get

‖u− v‖ ≤ ‖Tu− Tv‖ ≤ ‖u− v‖ .

Take ν := ‖u− v‖L∞(Rn×[0,R]), so we have ν ≥ %. From the previous inequality, we can suppose without loss of
generality that there exist points (xk, tk) ∈ Rn × [0, R] such that λv(xk, tk) − λu(xk, tk) → ν as k → ∞. Hence, for
(y, s) ∈ Rn × [0, R], we have

−ν + v(y, s)− λu(xk, tk) ≤ u(y, s)− λu(xk, tk).

Then, using again that F is increasing and that J ≥ 0, we get∫∫
tk−α≤s≤0

J(xk − y, tk − s)F (f(y, s)− λu(xk, tk)) dy ds

+

∫∫
0≤s≤tk

J(xk − y, tk − s)F (−ν + v(y, s)− λu(xk, tk)) dy ds

≤
∫∫

tk−α≤s≤0
J(xk − y, tk − s)F (f(y, s)− λu(xk, tk)) dy ds

+

∫∫
0≤s≤tk

J(xk − y, tk − s)F (u(y, s)− λu(xk, tk)) dy ds.

Now we observe that the second term in the previus inequalitie vanishes, and hence we have∫∫
tk−α≤s≤0

J(xk − y, tk − s)F (f(y, s)− λu(xk, tk)) dy ds

+

∫∫
0≤s≤tk

J(xk − y, tk − s)F (v(y, s)− (λu(xk, tk) + ν)) dy ds ≤ 0.

(5)

The first term is equal to I + II + III, where

I =

∫∫
tk−α≤s≤0

J(xk − y, tk − s)F (f(y, s)− λu(xk, tk)) dy ds

−
∫∫

tk−α≤s≤0
J(xk − y, tk − s)F (f(y, s)− λv(xk, tk)) dy ds

II =

∫∫
tk−α≤s≤0

J(xk − y, tk − s)F (f(y, s)− λv(xk, tk)) dy ds

+

∫∫
0≤s≤tk

J(xk − y, tk − s)F (v(y, s)− λv(xk, tk)) dy ds

III = −
∫∫

0≤s≤tk
J(xk − y, tk − s)F (v(y, s)− λv(xk, tk)) dy ds

+

∫∫
0≤s≤tk

J(xk − y, tk − s)F (v(y, s)− (λu(xk, tk) + ν)) dy ds.

From the definition of λv(x, t) we have that II = 0. Now, if we show that I tends to cνp−1 (with c > 0) as k →∞
and III goes to zero as k →∞, we obtain that cνp−1 ≤ 0, a contradiction.

Therefore we have to prove the two previously mentioned limits.
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First, by Lemma 4 we have

I =

∫∫
tk−α≤s≤0

J(xk − y, tk − s)F (f(y, s)− λu(xk, tk))dyds

−
∫∫

tk−α≤s≤0
J(xk − y, tk − s)F (f(y, s)− λv(xk, tk))dyds

=

∫∫
tk−α≤s≤0

J(xk − y, tk − s) [F (f(y, s)− λu(xk, tk))− F (f(y, s)− λv(xk, tk))] dyds

≥
∫∫

tk−α≤s≤0
J(xk − y, tk − s)

1

2p−2
(λv(xk, tk)− λu(xk, tk))p−1dyds

≥
∫∫

R≤s1≤α
J(y1, s1)dy1ds1

1

2p−2
(λv(xk, tk)− λu(xk, tk))p−1 →

k→∞
Cνp−1.

Finally, as F is locally Lipschitz, we get

|III| =
∣∣∣∣−∫∫

0≤s≤tk
J(xk − y, tk − s)F (v(y, s)− λv(xk, tk))dyds

+

∫∫
0≤s≤tk

J(xk − y, tk − s)F (v(y, s)− (λu(xk, tk) + ν))dyds

∣∣∣∣
≤ C

∫∫
0≤s≤tk

J(xk − y, tk − s)dyds |−λv(xk, tk) + λu(xk, tk) + ν| →
k→∞

0

This ends the proof. �

As an immediate corollary we have existence and uniqueness of local in time solutions to our evolution problem
when f satisfies the hypotheses of Theorem 18.

Theorem 19. If f verifies the hypothesis of Theorem 18 then for all 0 < R < α there exists a unique function
uR ∈ B1 = C ∩ L∞(f)(Rn × [0, R]) that solves P (J, f) in Rn × [0, R]. Even more, if 0 < R1 < R2 < α then
uR1(x, t) = uR2(x, t) for all (x, t) ∈ Rn × [0, R1].

Proof. Since B1 is a Banach space the existence of uR is a direct consequence of the Banach fixed point theorem using
Lemmas 15 and 18.

Now, if uR2 solves P (J, f) in Rn × [0, R2] we have that for every (x, t) ∈ Rn × [0, R1]∫∫
J(x− y, t− s)F (uR2

(y, s)− uR2
(x, t))dyds = 0.

If (x, t) ∈ Rn+1×[0, R1], since suppJ ⊂ {(x, t) ∈ Rn+1 : t ≥ 0}, then the values (y, s) involves in the above integral lives
in Rn× [0, R1]. So uR2

solves P (J, f) in Rn× [0, R1], then by the uniqueness of solutions uR1
≡ uR2

in Rn× [0, R1]. �

Now our aim is to extend this existence and uniqueness result to uniformly continuous initial data f in the same
spaces. That is, we look for a solution to P (J, f) in B1 defined in Rn× [0, R]. Before proving this extension we need to
introduce some notations. For m ∈ N we denote by Vm the set of dyadic cubes of the form Im,k = 2−m[0, 1)n + 2−mk
where k ∈ Zn. We call Vm,2l the set of cubes Im,k that belong to Vm and are such that

∑n
i=1 ki is an even number,

where k = (k1, k2, . . . , kn). Analogously, we call Vm,2l+1 the set of cubes Im,k that belong to Vm and such that
∑n
i=1 ki

is odd. We also denote Wm the set of intervals Ĩm,k = 2−m(−1, 0]− 2−mk where k ∈ N, note that Ĩm,k ⊂ (−∞, 0].

Lemma 20. Assume that f : Rn × (−∞, 0)→ R is uniformly continuous, and J is a continuous function, then there
exist functions fm such that

1) fm satisfy the conditions i) ii) and iii) assumed in Lemma 18.
2) fm ≥ f (or fm ≤ f) for every m ∈ N.
3) fm → f uniformly as m→∞.

Proof. First, we prove 1). As J is continuous there exist an open set Ω ⊂ suppJ ∩ {t ≥ R} such that J ≥ θ > 0 in
Ω. Hence, for N large enough we have that, for every m ≥ N and (x, t) ∈ Rn × [0, R] there exist Im,2l(x, t) ∈ Vm,2l,
Im,2l+1(x, t) ∈ Vm,2l+1 with Im,2l(x, t) ∩ Im,2l+1(x, t) 6= ∅, and Ĩm,k(x, t) ∈Wm such that

Im,2l(x, t)× Ĩm,k(x, t) ⊂ (x, t)− Ω ⊂ suppJ(x− y, t− s) ∩ {s ≤ 0}

Im,2l+1(x, t)× Ĩm,k(x, t) ⊂ (x, t)− Ω ⊂ suppJ(x− y, t− s) ∩ {s ≤ 0}.
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For m ≥ N we choose κ(m) ∈ N such that when |(z, w)− (y, s)| < 2−κ(m)+1
√
n+ 1, then |f(z, w)− f(y, s)| < 1

2m .
Let us define f+m : Rn × (−∞, 0) in the following way

f+m(y, s) :=
∑

I∈Vκ(m),2l

f(y, s)χI(y, s) +
∑

I∈Vκ(m),2l+1

(
f(y, s) +

1

m

)
χI(y, s).

Hence, for every (x, t) ∈ Rn × [0, R] we can choose sets Am(x, t) := Iκ(m),2l(x, t) × Ĩκ(m),k(x, t) and Bm(x, t) :=

Iκ(m),2l+1(x, t)× Ĩκ(m),k(x, t) contained in (x, t)− Ω ⊂ suppJ(x− y, t− s) ∩ {s ≤ 0}. Now, if (y1, s1) ∈ Am(x, t) and
(y2, s2) ∈ Bm(x, t) we have that

f+m(y2, s2)− f+m(y1, s1) = f(y2, s2) +
1

m
− f(y1, s1) ≥ 1

2m
.

If we set

am(x, t) = sup
(y,s)∈Am(x,t)

f(y, s)

and

bm(x, t) = inf
(y,s)∈Bm(x,t)

f(y, s)

we have

a(x, t)− b(x, t) ≥ 1

2m

independently of (x, t). From our choice of the sets Am(x, t) and Bm(x, t) we have that∫∫
Am(x,t)

J(x− y, t− s)dyds > θ2−κ(m)(n+1)

and ∫∫
Bm(x,t)

J(x− y, t− s)dyds > θ2−κ(m)(n+1).

Hence, fm satisfy all the necessary conditions that appear in i) ii) and iii) in Lemma 18. In addition, f+m ≥ f for
every m and f+m → f uniformly, hence these functions also satisfy 2) and 3).

Finally, if we define

f−m(y, s) :=
∑

I∈Vκ(m),2l

(
f(y, s)− 1

m

)
χI(y, s) +

∑
I∈Vκ(m),2l+1

f(y, s)χI(y, s)

with an analogous argument as the one used with the functions f+m one can show that they verify 1), and f−m ≤ f for
every m with f−m → f uniformly. �

Theorem 21. Let J : Rn+1 → R be a continuous function, J ≥ 0, compactly supported in the set {(x, t) ∈ Rn+1 : t ≥
0} and

∫∫
Rn×R J(x, t)dxdt = 1. Let f : Rn × (−∞, 0) → R uniformly continuous and bounded functions. Then there

exists a unique u ∈ B1 that solves P (J, f).

Proof. We consider the sequence of functions f+m constructed in the previous lemma. Then, as they verify f+m → f
uniformly, they are a Cauchy sequence in Rn × (−∞, 0). Then, by Theorem 19 there exist um, solutions of P (J, f+m),
and by Lemma 9 they are a Cauchy sequence with the infinity norm in Rn × [0, R] (note that ‖fm‖L∞(Rn×(−∞,0)) ≤
‖f‖L∞(Rn×(−∞,0)) + 1

m and so ‖um‖L∞(Rn×[0,∞)) ≤ ‖f‖L∞(Rn×(−∞,0)) + 1
m ). Hence, there exists a function u ∈ B1

such that um → u uniformly in Rn × [0, R]. Then, as

0 =

∫∫
Rn×R

J(x− y, t− s)F (um(y, s)− um(x, t)) dy ds

=

∫∫
t−α≤s≤0

J(x− y, t− s)F (f+m(y, s)− um(x, t)) dy ds

+

∫∫
0≤s≤t

J(x− y, t− s)F (um(y, s)− um(x, t)) dy ds
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for every m ∈ N and every (x, t) ∈ Rn× [0, R], and as the functions f+m and um are uniformly bounded and J(x−·, t−·)
is in L1, by the dominated convergence theorem, taking limit as m→∞, we obtain

0 =

∫∫
Rn×R

J(x− y, t− s)F (u(y, s)− u(x, t)) dy ds

=

∫∫
t−α≤s≤0

J(x− y, t− s)F (f(y, s)− u(x, t)) dy ds

+

∫∫
0≤s≤t

J(x− y, t− s)F (u(y, s)− u(x, t)) dy ds

and therefore u solves P (J, f) in Rn × [0, R]. Hence, we have existence of solutions.
Let us show now uniqueness of the solution. We argue by contradiction. Assume that v is another function in B1

that solves our problem with the same initial condition f . Then

0 =

∫∫
Rn×R

J(x− y, t− s)F (v(y, s)− v(x, t)) dy ds.

For m ≥ 1, we take f+m and f−m as in Lemma 20. Let u+m and u−m the solutions to the problems P (J, f+m) and P (J, f−m)
respectively. Let us see that u−m ≤ v ≤ u+m in Rn × [0, R] for every m ≥ 1, and therefore we conclude that u = v.

From the construction of u+m, this function is a uniform limit of functions u+m,i that satisfy Tu+m,i = u+m,i+1, and
where u+m,0 can be chosen as any function in B1. In particular we can take u+m,0 = v. Then, we have that u+m,1 satisfies

0 =

∫∫
Rn×R

J(x− y, t− s)F (u+m,0(y, s)− u+m,1(x, t)) dy ds

for every (x, t) ∈ Rn × [0, R]. Where

u+m,0(x, t) =

{
f+m(x, t) t < 0,
v(x, t) t ≥ 0.

On the other hand v satisfies

0 =

∫∫
Rn×R

J(x− y, t− s)F (v(y, s)− v(x, t)) dy ds

and, since

v(x, t) =

{
f(x, t) t < 0,
v(x, t) t ≥ 0,

we have that v ≤ u+m,0. Hence v(x, t) ≤ u+m,1(x, t) for every (x, t) ∈ Rn × [0, R]. In the same way, given now that
v ≤ u+m,1 we obtain v(x, t) ≤ u+m,2(x, t) for every (x, t) ∈ Rn × [0, R]. With this kind of argument we can show that
v(x, t) ≤ u+m,i(x, t) for every i ∈ N, and as u+m,i ⇒ u+m this implies v(x, t) ≤ u+m(x, t) for every (x, t) ∈ Rn × [0, R]. In
an analogous way we can show that u−m(x, t) ≤ v(x, t) for every (x, t) ∈ Rn × [0, R].

As the previous argument works for every m ≥ 1 we have that u−m ≤ v ≤ u+m in Rn × [0, R] for every m ≥ 1, as we
wanted to prove.

Let us prove that u ∈ B1. As we have that u−m ≤ u ≤ um and from Theorem 19 we know that inf f−m ≤ u−m and
that u+m ≤ f+m, then we get inf f−m ≤ u ≤ sup fm. Taking the limit as m→∞ we obtain that inf f ≤ u ≤ sup f . The
proof that u ∈ C follows as in Theorem 5. Therefore, we conclude that u ∈ B1. �

Note that in the previous lemma the hypothesis f is uniformly continuous can be assumed only on the strip
Rn × (−α, 0), where α = sup

{
γ :
∫∫
γ≤t J(x, t)dxdt < 1

}
.

Theorem 22. Let J : Rn+1 → R be a continuous function such that J ≥ 0, compactly supported in the set {(x, t) ∈
Rn+1 : t ≥ 0} and

∫∫
Rn×R J(x, t)dsdt = 1. Let f : Rn× (−∞, 0)→ R be a uniformly continuous and bounded function.

Then, there exists a unique u ∈ B := C ∩ L∞(f)(Rn × [0,∞)) that solves P (J, f).

Proof. Let α = sup
{
γ :
∫∫
γ≤t J(x, t)dxdt < 1

}
. We construct the solution of P (J, f) in time strips. First, we build a

solution in Rn × [0, α) and next we extend it in sets of the form Rn × [(m− 1)α,mα) with m ∈ N.
By Theorem 21 we have that there exists a unique function v, solution to P (J, f), that belongs to the space

B1 = C ∩ L∞(f)(Rn × [0, R]) where R is any positive number less than α. Taking the limit R → α we obtain that
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there is a unique function u1 that belongs to the space C ∩L∞(f)(Rn × [0, α)) and solves P (J, f) in Rn × [0, α), that
is,

0 =

∫∫
Rn×R

J(x− y, t− s)F (u1(y, s)− u1(x, t)) dy ds

for every (x, t) ∈ Rn × [0, α), and where

u1(y, s) =

{
f(y, s) s < 0,
u1(y, s) s ∈ [0, α).

As u1 ∈ C ∩ L∞(f)(Rn × [0, α)) we have

‖u1‖L∞(Rn×[0,α)) ≤ ‖f‖L∞(Rn×(−∞,0)) .

Now we consider this function u1 as initial datum (recall that it is uniformly continuous) and then with the same
argument used before we can construct a function u2 in the space C ∩L∞(u1)(Rn× [α, 2α)) that solves P (J, u1), that
is,

0 =

∫∫
Rn×R

J(x− y, t− s)F (u2(y, s)− u2(x, t)) dy ds

for every (x, t) ∈ Rn × [α, 2α), where

u2(y, s) =

{
u1(y, s) s < α,
u2(y, s) s ∈ [α, 2α)

Moreover, we get

‖u2‖L∞(Rn×[α,2α)) ≤ ‖u1‖L∞(Rn×[0,α)) = ‖u1‖L∞(Rn×[0,α)) ≤ ‖f‖L∞(Rn×(−∞,0)) .

Now we assume that we have proved the existence of functions um (m = 1, ...K) in the space C ∩ L∞(um−1)(Rn ×
[(m− 1)α,mα)) such that

0 =

∫∫
Rn×R

J(x− y, t− s)F (um(y, s)− um(x, t)) dy ds

for every (x, t) ∈ Rn × [(m− 1)α,mα), with

um(y, s) =

{
um−1(y, s) s < (m− 1)α,
um(y, s) s ∈ [(m− 1)α,mα)

that verify
‖um‖L∞(Rn×[(m−1)α,mα)) ≤ ‖f‖L∞(Rn×(−∞,0)) .

Arguing as we did for m = 2, we can continue and construct a function uK+1 in the space C∩L∞(um)(Rn× [mα, (m+
1)α)) such that

0 =

∫∫
Rn×R

J(x− y, t− s)F (uK+1(y, s)− uK+1(x, t)) dy ds

for every (x, t) ∈ Rn × [Kα, (K + 1)α), where

uK+1(y, s) =

{
uK(y, s) s < Kα,
uK+1(y, s) s ∈ [Kα, (K + 1)α).

Moreover,

‖uK+1‖L∞(Rn×[Kα,(K+1)α)) ≤ ‖uK‖L∞(Rn×[(K−1)α,Kα)) = ‖uK‖L∞(Rn×[(K−1)α,Kα)) ≤ ‖f‖L∞(Rn×(−∞,0)) .

Then, if we take u(x, t) = um(x, t) where m is such that t ∈ [(m− 1)α,mα), we have that u verifies

0 =

∫∫
Rn×R

J(x− y, t− s)F (u(y, s)− u(x, t)) dy ds

for every (x, t) ∈ Rn × [0,∞), and

u(y, s) =

{
f(y, s) s < 0,
u(y, s) s ≥ 0.

Therefore u solves P (J, f). In addition,

‖u‖L∞(Rn×[0,∞)) ≤ ‖f‖L∞(Rn×(−∞,0))

and u ∈ C (this fact follows as in Theorem 5).
Let us show that this solution is unique. Assume that there exist two solutions u and v to P (J, f) in Rn × [0,∞).

Then, they are solutions to P (J, f) in Rn × [0, R] for every R < α, but from Theorem 21 we have uniqueness of
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such solution and we conclude that u ≡ v in Rn × [0, α). Now we consider u and v restricted to Rn × [α, 2α). They
solve P (J, u1). Using again Theorem 21 we obtain u ≡ v in Rn × [α, 2α). In this way we conclude that u ≡ v in
Rn × [(m− 1)α,mα) for every m ∈ N, and uniqueness follows. �

3. Rescaling the kernel. Approximations to a local PDE problem

Our idea to obtain convergence along subsequences of the rescaled problems is to apply the following variant of the
Arzela-Ascoli Lemma. For its proof we refer the reader to [20] Lemma 4.2.

Lemma 23. Fix σ > 0. Let {ur : Ω→ R, σ ≥ r > 0} be a set of functions such that

(1) there exists C > 0 so that |ur(x)| < C for every σ ≥ r > 0 and every x ∈ Ω,
(2) given ν > 0 there are constants r0 and r1 such that for every r < r0 and any x, y ∈ Ω with |x−y| < r1 it holds

|ur(x)− ur(y)| < ν.

Then, there exists a uniformly continuous function u : Ω→ R and a subsequence denoted by {urj} such that

urj → u uniformly in Ω,

as rj → 0.

Now we prove that the solutions of the rescaled problem P (Jr, f), with Jr(x, t) = 1
rn+2 J

(
x
r ,

t
r2

)
satisfy the hy-

potheses of the Arzela-Ascoli type lemma.

Theorem 24. Let J : Rn+1 → R, J ≥ 0, be compactly supported in the set {(x, t) ∈ Rn+1δ ≤ t ≤ δ + γ} where δ
and γ are positive constants,

∫∫
Rn×R J(x, t)dxdt = 1, and J(·, t) is radially symmetric. Let f : Rn → R be a bounded

function, such that f is C2 with bounded derivatives. If ur is the solution to P (Jr, f), with Jr(x, t) = 1
rn+2 J

(
x
r ,

t
r2

)
,

then, for all compact set contained in Rn × [0,∞), the functions ur satisfies the hypothesis of Lemma 23.

Proof. Note that ‖ur‖L∞(Rn×[0,∞)) ≤ ‖f‖L∞(Rn) for all r > 0. So, we only need to prove that the functions ur satisfies
(2) in Lemma 23. Let us show that

1) For all x ∈ Rn and t ∈ [0, δr2], |ur(x, t)− f(x)| ≤ Cr2, with C independent of r.
2) For all x ∈ Rn, |ur(x, t1)− ur(x, t2)| ≤ Cr2 for |t1 − t2| ≤ δr2, where t1 and t2 are nonnegatives, and C > 0

do not depends of r.
3) If |t1 − t2| > δr2 then |ur(x, t1)− ur(x, t2)| ≤ C|t1 − t2|, where C is independent of r.

Note that 1) and 2) are enough to satisfies the hypothesis of Lema 23. The condition 3) guarantees that the uniform
limit u in Lemma 23 is a Lipschitz function.

Let us prove 1). Let (x, t) ∈ Rn × [0, δr2]. Since suppJr ⊂ {δr2 ≤ t ≤ (δ + γ)r2} we have that

0 =

∫∫
Rn×R

Jr(x− y, t− s)F (ur(y, s)− ur(x, t)) dy ds =

∫∫
Rn×R

Jr(x− y, t− s)F (f(y)− ur(x, t)) dy ds

=

∫
Rn

∫
R
J(z, w)dwF (f(x− rz)− ur(x, t))dz =

∫
Rn
G(z)F (f(x− rz)− ur(x, t))dz

where G(x) =
∫
R J(x, t)dt (remark that G is radial). Now we claim that

(6)
∫
Rn
G(z)F (f(x− rz)− (f(x)− Cr2)) dz ≥ 0

and

(7)
∫
Rn
G(z)F (f(x− rz)− (f(x) + Cr2)) dz ≤ 0

hold, being C > 0 a constant independent of r. Assuming the claim we get

f(x)− Cr2 ≤ u(x, t) ≤ f(x) + Cr2

and hence
|ur(x, t)− f(x)| ≤ Cr2

for every t ∈ [0, δr2].

Let C =
∥∥D2f

∥∥
L∞

[R(J)]
2, where R(J) is such that supp(G) ⊂ B(0, R(J)). Let us prove (6). First, we have that

(8) f(x− rz)− (f(x)− Cr2) = ∇f(x) · (−rz) +
1

2
rzD2f(ξ)rz + Cr2
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where ξ is in the segment that joins x with x− rz. On the other hand, for a and b real numbers, we have that

(9) F (a+ b) = F (a) +

∫ 1

0

F ′(a+ tb)dtb.

Taking in the previous formula a = ∇f(x) · (−rz) and b = 1
2rzD

2f(ξ)rz + Cr2, combining (8) and (9) we have that

F (f(x− rz)− (f(x)− Cr2))

= −rp−1 |∇f(x) · z|p−2∇f(x) · z + (p− 1)

∫ 1

0

∣∣∣∣−∇f(x) · rz + t

(
r2

2
zD2f(ξ)z + Cr2

)∣∣∣∣p−2 dt(r22 zD2f(ξ)z + Cr2
)
.

Then, since −rp−1 |∇f(x) · z|p−2∇f(x) · z is a odd function, the integral in (6) is equal to

(p− 1)

∫
R
G(z)

∫ 1

0

∣∣∣∣−∇f(x) · rz + t

(
r2

2
zD2f(ξ)z + Cr2

)∣∣∣∣p−2 dt(r22 zD2f(ξ)z + Cr2
)
dz

and, from the choice of C, this integral is greater or equal than 0. Then (6) is true.
Now let us prove (7). Reasoning analogously to the previuos case, we obtain that the integral in (7) is equal to

(p− 1)

∫
R
G(z)

∫ 1

0

∣∣∣∣−∇f(x) · rz + t

(
r2

2
zD2f(ξ)z − Cr2

)∣∣∣∣p−2 dt(r22 zD2f(ξ)z − Cr2
)
dz

and again, using the choice of C, this integral is less or equal than 0. So we colnclude that (7) holds.
Let us prove 2). We shall proceed inductively, covering Rn × [0,∞) with strips of the form Rn × [0, iδr2] for

i = 1, 2, . . .. The case i = 1 is done and follows from item 1). Also note if t1 ∈ (−∞, δr2], t2 ∈ (−∞, δr2] then

(10) |ur(x, t1)− ur(x, t2)| ≤ Cr2

for all x ∈ Rn and C do not depends of r.
Now suppose that 2) holds for i = 1, 2, . . . , k and see that it is true for i = k + 1. Let t1 ∈ [0, (k + 1)δr2] and

t2 ∈ [0, (k + 1)δr2] such that |t1 − t2| ≤ δr2, then

0 =

∫∫
Rn×R

Jr(x− y, t1 − s)F (ur(y, s)− ur(x, t1)) dy ds

=

∫∫
Rn×R

Jr(x− y, w)F (ur(y, t1 − w)− ur(x, t1)) dy dw

=

∫∫
Rn×R

Jr(x− y, w)F (ur(y, t2 − w) + (ur(y, t1 − w)− ur(y, t2 − w))− ur(x, t1)) dy dw

if t1 − w and t2 − w are in (−∞, δr2], from (10) we have that

ur(y, t1 − w)− ur(y, t2 − w) ≤ Cr2,

and, if t1 − w and t2 − w are in [0, kδr2], for the inductive hypothesis, we get

ur(y, t1 − w)− ur(y, t2 − w) = ur(y, t1 − w)− ur(y, t2 − w) ≤ Cr2.

Then, as J is no negative and F is increasing, we have

0 ≤
∫∫

Rn×R
Jr(x− y, w)F (ur(y, t2 − w)− (ur(x, t1)− Cr2)) dy dw

≤
∫∫

Rn×R
Jr(x− y, t2 − s)F (ur(y, s)− (ur(x, t1)− Cr2)) dy ds.

Hence
ur(x, t1)− ur(x, t2) ≤ Cr2,

similarly we can show
ur(x, t2)− ur(x, t1) ≤ Cr2,

and then
|ur(x, t1)− ur(x, t2)| ≤ Cr2,

where the constant C does not depend on r.
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Let us now prove 3). Suppose now that t1 and t2 are nonnegatives and such that |t1 − t2| ≥ δr2. Then t1 belongs
to [m1δr

2, (m1 + 1)δr2] and t2 to [m2δr
2, (m2 + 1)δr2]. Assume that t1 < t2, then m2δr

2− (m1 + 1)δr2 ≤ t2− t1, that
implies that m2 −m1 ≤ t2−t1

δr2 + 1 ≤ 2 t2−t1δr2 . Hence, if k = m2 −m1, we obtain

|ur(x, t2)− ur(x, t1)| ≤
k∑
j=0

∣∣ur(x, t̃j+1)− ur(x, t̃j)
∣∣

where t̃0 = t1 and t̃k = t2 and t̃j = (m1 + j)δr2. Therefore,

|ur(x, t2)− ur(x, t1)| ≤ Cr2(k + 1) ≤ Cr23
t2 − t1
δr2

=
3C

δ
(t2 − t1)

and we get 3). �

From Theorem 24 and the Arzela-Ascoli type lemma there exists a sequence of functions urm that are solutions to
P (Jrm , f) such that urm converges uniformly to a continuous function u as m→∞ on every compact of Rn × [0,∞).
Our aim now is to show that u is a viscosity solution to

A ‖∇u‖p−2 ∂u
∂t

= B
(
‖∇u‖p−24u+ (p− 2) ‖∇u‖p−4∇uD2u∇u

)
where A and B are constants that depend on J .

Before starting to prove this fact we state a result that will be use later.

Lemma 25. Let K : Rn → R be a radially symmetric function with compact support, and let 2 ≤ p <∞. Then∫
Rn
K(z)|z1|p dz = (p− 1)

∫
Rn
K(z)|z1|p−2z2l dz

for all l = 2, 3, . . . , n.

Proof. By Fubini’s theorem it is enough prove the Lemma in the case n = 2. Then, if X = (x, y) ∈ R2 and R > 0
such that suppK ⊂ B(0, R), we have that∫

R2

K(x, y)|x|pdxdy =

∫ R

0

rp+1K(r)

∫ 2π

0

|cos(θ)|pdθ = 2

∫ R

0

rp+1K(r)

∫ π
2

−π2
cosp(θ)dθ

and ∫
R2

K(x, y)|x|p−2y2dX =

∫ R

0

rp+1K(r)

∫ 2π

0

|cos(θ)|p−2sin2(θ)dθ = 2

∫ R

0

rp+1K(r)

∫ π
2

−π2
cosp−2(θ)sin2(θ)dθ.

Let us see that ∫ π
2

−π2
cosp(θ)dθ = (p− 1)

∫ π
2

−π2
cosp−2(θ)sin2(θ)dθ,

in fact, integrating by parts que have that∫ π
2

−π2
cosp(θ)dθ =

∫ π
2

−π2
cosp−1(θ)cos(θ)dθ = (p− 1)

∫ π
2

−π2
cosp−2(θ)sin2(θ)dθ.

�

Theorem 26. Let J : Rn+1 → R, J ≥ 0, compactly supported in the set {(x, t) ∈ Rn+1 : δ ≤ t ≤ δ + γ} where δ and
γ are positive constants,

∫∫
J(x, t)dxdt = 1, and J(·, t) is radially symmetric. Let f : Rn → R be a bounded function,

such that f is C2 with bounded derivatives. Then, there exists a sequence of solutions to P (Jrm , f), urm , that converge
uniformly on compact sets to a viscosity solution to the problem A ‖∇u‖p−2 ∂u

∂t
= B

(
‖∇u‖p−24u+ (p− 2) ‖∇u‖p−4∇uD2u∇u

)
(x, t) ∈ Rn × [0,∞)

u(x, 0) = f(x) x ∈ Rn

where A =
∫∫

Rn×R J(x,w)|z1|p−2w dz dw and B = 1
2

∫∫
Rn×R J(z, w)|z1|p dz dw.
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Proof. For Theorem 24 and Lemma 23 there exists functions urm solutions of the problem P (Jrm , f) that converges
uniformly to a funtion u when m goes to infty.

Let’s see that u is a viscocity solutions of the local problem. Let ϕ(x, t) be a C2(Rn+1), and assume that u − ϕ
has an strict minimum at the point (x, t) ∈ Rn × (0,∞) and ∇ϕ(x, t) 6= 0. Then, as urm → u uniformly in a
neighborhood of (x, t), there exist (xrm , trm) ∈ Rn× (0,∞) such that urm −ϕ has an absolute minimum at (xrm , trm),
with (xrm , trm)→ (x, t). Then, we have

urm(y, s)− ϕ(y, s) ≥ urm(xrm , trm)− ϕ(xrm , trm),

that is,
urm(y, s)− urm(xrm , trm) ≥ ϕ(y, s)− ϕ(xrm , trm).

Hence,
F (urm(y, s)− urm(xrm , trm)) ≥ F (ϕ(y, s)− ϕ(xrm , trm)) .

This implies that

0 =
1

rpm

∫∫
Rn×R

Jrm((xrm − y), (trm − s))F (urm(y, s)− urm(xrm , trm)) dy ds

≥ 1

rpm

∫∫
Rn×R

Jrm((xrm − y), (trm − s))F (ϕ(y, s)− ϕ(xrm , trm)) dy ds

=
1

rpm

∫∫
Rn×R

J(z, w)F (ϕ(xrm − rmz, trm − r2mw)− ϕ(xrm , trm)) dz dw.

(11)

Our target will be obtain, taking limit when rm tends to 0, a local diferential operator acting over ϕ on the right
term of the last inequality.

1

rpm

∫∫
Rn×R

J(z, w)F (ϕ(xrm − rmz, trm − r2mw)− ϕ(xrm , trm)) dz dw

=
1

rpm

∫∫
Rn×R

J(z, w)F (−rm∇ϕ(xrm , trm) · z) dz dw

+
1

rpm

∫∫
Rn×R

J(z, w)F (ϕ(xrm − rmz, trm − r2mw)− ϕ(xrm , trm))− F (−rm∇ϕ(xrm , trm) · z) dz dw

= Irm + IIrm .

First, let us look at Irm . Let O be a rotation matrix such that O ∇ϕ(xrm ,trm )
‖∇ϕ(xrm ,trm )‖ = e1 (note that the first row of O

is ∇ϕ(xrm ,trm )
‖∇ϕ(xrm ,trm )‖ ). If we make the changing of variables Otz̄ = z, taking account that J(·, t) is radially symmetric for

every t, we have that

1

rpm

∫∫
Rn×R

J(z, w)F (−rm∇ϕ(xrm , trm) · z) dz dw

= −r−1m ‖∇ϕ(xrm , trm)‖p−1
∫∫

Rn×R
J(z, w)

∣∣∣∣ ∇ϕ(xrm , trm)

‖∇ϕ(xrm , trm)‖
· z
∣∣∣∣p−2 ∇ϕ(xrm , trm)

‖∇ϕ(xrm , trm)‖
· z dz dw

= −r−1m ‖∇ϕ(xrm , trm)‖p−1
∫∫

Rn×R
J(Otz̄, w)

∣∣∣∣ ∇ϕ(xrm , trm)

‖∇ϕ(xrm , trm)‖
·Otz̄

∣∣∣∣p−2 ∇ϕ(xrm , trm)

‖∇ϕ(xrm , trm)‖
·Otz̄ dz̄ dw

= −r−1m ‖∇ϕ(xrm , trm)‖p−1
∫∫

Rn×R
J(z̄, w) |z̄1|p−2 z̄1 dz̄ dw = 0.

Let us deal with IIrm . By Taylor’s theorem we have that if |b| < |a| then

|a+ b|p−2(a+ b) = |a|p−2a+ (p− 1)|a|p−2b+ (p− 1)(p− 2)|ξ|p−4ξb2

where ξ is in the segment that joins 0 with b, and

ϕ(xrm−rmz, trm−r2mw)−ϕ(xrm , trm) = −rm∇ϕ(xrm , trm)·z−r2m
∂ϕ(xrm , trm)

∂t
w+r2m

1

2

n∑
ij=1

∂2ϕ(xrm , trm)

∂xi∂xj
zizj+o(r

2
m).
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If we take a = −rm∇ϕ(xrm , trm) · z and b = −r2m
∂ϕ(xrm ,trm )

∂t w + r2m
1
2

∑n
ij=1

∂2ϕ(xrm ,trm )
∂xi∂xj

zizj + o(r2m) we have that
for rm small enought |b| < |a|, then

1

rpm

(
F (ϕ(xrm − rmz, trm − r2mw)− ϕ(xrm , trm))− F (−rm∇ϕ(xrm , trm) · z)

)
= −(p− 1)|∇ϕ(xrm , trm) · z|p−2 ∂ϕ(xrm , trm)

∂t
w + (p− 1)|∇ϕ(xrm , trm) · z|p−2

1

2

n∑
ij=1

∂2ϕ(xrm , trm)

∂xi∂xj
zizj +

o(rpm)

rpm

 .

So, by the dominated convergence theorem

lim
rm→0

IIrm = lim
rm→0

1

rpm

∫∫
Rn×R

J(z, w)F (ϕ(xrm − rmz, trm − r2mw)− ϕ(xrm , trm))− F (−rm∇ϕ(xrm , trm) · z) dz dw

=

∫∫
Rn×R

J(z, w) lim
rm→0

1

rpm

(
F (ϕ(xrm − rmz, trm − r2mw)− ϕ(xrm , trm))− F (−rm∇ϕ(xrm , trm) · z)

)
dz dw

= −(p− 1)

∫∫
Rn×R

J(z, w) |∇ϕ(x, t) · z|p−2 ∂ϕ(x, t)

∂t
w dz dw

+ (p− 1)

∫∫
Rn×R

J(z, w) |∇ϕ(x, t) · z|p−2 1

2

n∑
ij=1

∂2ϕ(x, t)

∂xi∂xj
zizj dz dw

= II ′ + II ′′.

Now

II ′ = −‖∇ϕ(x, t)‖p−2 (p− 1)

∫∫
Rn×R

J(z, w)

∣∣∣∣ ∇ϕ(x, t)

‖∇ϕ(x, t)‖
· z
∣∣∣∣p−2 ∂ϕ(x, t)

∂t
w dz dw

= −‖∇ϕ(x, t)‖p−2 ∂ϕ(x, t)

∂t
(p− 1)

∫∫
Rn×R

J(Otz̄, w)

∣∣∣∣ ∇ϕ(x, t)

‖∇ϕ(x, t)‖
·Otz̄

∣∣∣∣p−2 w dz̄ dw
= −‖∇ϕ(x, t)‖p−2 ∂ϕ(x, t)

∂t
(p− 1)

∫∫
Rn×R

J(z̄, w)|z̄1|p−2w dz̄ dw.

Let B̄ := 1
2

∫∫
J(z, w)|z1|p−2z2dzdw (for Lemma 25, B̄ = 1

2(p−1)
∫∫

J(z, w)|z1|pdzdw), then

II ′′ =
p− 1

2
‖∇ϕ(x, t)‖p−2

∫∫
Rn×R

J(z, w)

∣∣∣∣ ∇ϕ(x, t)

‖∇ϕ(x, t)‖
· z
∣∣∣∣p−2 n∑

ij=1

∂2ϕ(x, t)

∂xi∂xj
zizj dz dw

=
p− 1

2
‖∇ϕ(x, t)‖p−2

∫∫
Rn×R

J(Otz̄, w)

∣∣∣∣ ∇ϕ(x, t)

‖∇ϕ(x, t)‖
·Otz̄

∣∣∣∣p−2 n∑
ij=1

∂2ϕ(x, t)

∂xi∂xj
(Otz̄)i(O

tz̄)j dz̄ dw

=
p− 1

2
‖∇ϕ(x, t)‖p−2

n∑
ij=1

∂2ϕ(x, t)

∂xi∂xj

∫∫
Rn×R

J(z̄, w)|z̄1|p−2
n∑

kl=1

OtikO
t
jlz̄kz̄l dz̄ dw

=
p− 1

2
‖∇ϕ(x, t)‖p−2

n∑
ij=1

∂2ϕ(x, t)

∂xi∂xj

∫∫
Rn×R

J(z̄, w)|z̄1|p−2
n∑
l=1

OtilO
t
jl(z̄l)

2 dz̄ dw

=
p− 1

2
‖∇ϕ(x, t)‖p−2

n∑
ij=1

∂2ϕ(x, t)

∂xi∂xj

(
2B̄

n∑
l=2

OtilO
t
jl + (p− 1)2B̄Oti1O

t
j1

)

= (p− 1)B̄ ‖∇ϕ(x, t)‖p−2
n∑

ij=1

∂2ϕ(x, t)

∂xi∂xj

(
n∑
l=1

OtilO
t
jl + (p− 2)Oti1O

t
j1

)

= (p− 1)B̄ ‖∇ϕ(x, t)‖p−2
 n∑
ij=1

∂2ϕ(x, t)

∂xi∂xj

(
n∑
l=1

OtilO
t
jl

)
+ (p− 2)

n∑
ij=1

∂2ϕ(x, t)

∂xi∂xj
Oti1O

t
j1


= (p− 1)B̄ ‖∇ϕ(x, t)‖p−2

4ϕ(x, t) + (p− 2) ‖∇ϕ(x, t)‖−2
n∑

ij=1

∂2ϕ(x, t)

∂xi∂xj

∂ϕ(x, t)

∂xi

∂ϕ(x, t)

∂xj


= (p− 1)B̄ ‖∇ϕ(x, t)‖p−2

(
4ϕ(x, t) + (p− 2) ‖∇ϕ(x, t)‖−2∇ϕ(x, t)D2ϕ(x, t)∇ϕ(x, t)

)
.
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Therefore, from (11) we obtain

0 ≥ −
(∫∫

J(z, w)zp−21 wdzdw

)
‖∇ϕ(x, t)‖p−2 ∂ϕ(x, t)

∂t

+

(
1

2

∫∫
J(z, w)zp1dzdw

)
‖∇ϕ(x, t)‖p−24ϕ(x, t)

+

(
p− 2

2

∫∫
J(z, w)zp1dzdw

)
‖∇ϕ(x, t)‖p−4∇ϕ(x, t)D2ϕ(x, t)∇ϕ(x, t)

= −A ‖∇ϕ(x, t)‖p−2 ∂ϕ(x, t)

∂t

+B ‖∇ϕ(x, t)‖p−24ϕ(x, t) +B(p− 2) ‖∇ϕ(x, t)‖p−4∇ϕ(x, t)D2ϕ(x, t)∇ϕ(x, t).

(12)

On the other hand if ψ(x, t) is a C2(Rn+1) function such that u− ψ has a strict maximum at (x, t) ∈ Rn × (0,∞)
and ∇ψ(x, t) 6= 0, arguing as before we obtain

0 ≤ 1

rpm

∫∫
Rn×R

J(z, w)F (ψ(xrm − rmz, trm − r2mw)− ψ(x, t)) dz dw.

Using again Taylor expansion, we get

(13) 0 ≤ −A ‖∇ψ(x, t)‖p−2 ∂ψ(x, t)

∂t
+B ‖∇ψ(x, t)‖p−24ψ(x, t)+(p−2)B ‖∇ψ(x, t)‖p−4∇ψ(x, t)D2ψ(x, t)∇ψ(x, t).

From (12), (13), and the fact that lim
m→∞

urm(x, 0) = f(x), we conclude that u is a viscosity solution to the problem A ‖∇u‖p−2 ∂u
∂t

= B
(
‖∇u‖p−24u+ (p− 2) ‖∇u‖p−4∇uD2u∇u

)
(x, t) ∈ Rn × [0,∞)

u(x, 0) = f(x) x ∈ Rn

as we wanted to show. �
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