# EXISTENCE FOR AN ELLIPTIC SYSTEM WITH NONLINEAR BOUNDARY CONDITIONS VIA FIXED-POINT METHODS * 

Julián Fernández Bonder and Julio D. Rossi

Departamento de Matemática, FCEyN, UBA (1428) Buenos Aires, Argentina
(Submitted by: Djairo Guedes de Figueiredo)

Abstract. In this paper we prove the existence of nonnegative nontrivial solutions of the system

$$
\left\{\begin{array}{l}
\Delta u=u \quad \text { in } \Omega \\
\Delta v=v,
\end{array}\right.
$$

with nonlinear coupling through the boundary given by

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial n}=f(x, u, v) \quad \text { on } \partial \Omega \\
\frac{\partial v}{\partial n}=g(x, u, v)
\end{array}\right.
$$

under suitable assumptions on the nonlinear terms $f$ and $g$. For the proof we use a fixed-point argument and the key ingredient is a Liouville type theorem for a system of Laplace equations with nonlinear coupling through the boundary of power type in the half space.

1. Introduction. In this paper we study the existence via topological methods of nonnegative solutions of the following elliptic system:

$$
\left\{\begin{array}{l}
\Delta u=u \quad \text { in } \Omega  \tag{1.1}\\
\Delta v=v
\end{array}\right.
$$

with nonlinear coupling at the boundary given by

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial n}=f(x, u, v) \quad \text { on } \partial \Omega  \tag{1.2}\\
\frac{\partial v}{\partial n}=g(x, u, v)
\end{array}\right.
$$

[^0]Here $\Omega$ is a bounded smooth domain in $\mathbb{R}^{N}, \partial / \partial n$ denotes the outer normal derivative and $f, g: \partial \Omega \times \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$are smooth positive functions with $f(x, 0,0)=g(x, 0,0)=0$. Moreover we deal with the "superlinear" case (see Section 3 for detailed assumptions, (H1), (H2), (H3), on $f$ and $g$ ).

Existence results for nonlinear elliptic systems have deserved a great deal of interest in recent years, in particular when the nonlinear term appears as a source in the equation, complemented with Dirichlet boundary conditions. There are two main classes of systems that can be treated variationally: Hamiltonian and gradient systems. The system (1.1)-(1.2) is called Hamiltonian if there exists a function $H$ such that $H_{v}=f$ and $H_{u}=g$, and is called gradient if there exists $F$ with $\nabla F=(f, g)$. Other problems without variational structure can be treated via fixed-point arguments. For this type of results see, among others, [2], [4], [6], [8], [9], [13] and the survey [7].

Here we address the existence problem for (1.1)-(1.2) without a variational assumption on $f$ and $g$. To our knowledge, no existence result prior to this work is available for the nonlinear boundary-condition case.

The topological method (a fixed-point argument) we apply here, has been used by several authors to deal with problems without variational structure (see for instance [5], [10], [23], [24]), and, as in our case, they were forced to impose some growth restrictions on $f$ and $g$ (see Theorem 3.2 in Section 3).

In the course of the proof, we will need some knowledge of the following eigenvalue problem:

$$
\left\{\begin{array}{rlll}
\Delta \varphi & =\varphi & \text { in } \Omega \\
\frac{\partial \varphi}{\partial n} & =\lambda \varphi & & \text { on } \partial \Omega .
\end{array}\right.
$$

We collect the results that we need in Section 2, and we include the proofs, though they are straightforward, in order to make the paper self-contained.

The main difficulty in carrying out the fixed-point argument is to obtain $L^{\infty}$ a priori bounds for (1.1)-(1.2). This difficulty is overcome by means of the blow-up technique introduced by Gidas-Spruck [17]. The key ingredient in making this technique work is a Liouville-type theorem for the system

$$
\left\{\begin{array}{l}
\Delta u=0  \tag{1.3}\\
\Delta v=0
\end{array} \text { in } \mathbb{R}_{+}^{N},\right.
$$

with boundary conditions

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial n}=v^{p} \quad \text { on } \partial \mathbb{R}_{+}^{N},  \tag{1.4}\\
\frac{\partial v}{\partial n}=u^{q}
\end{array}\right.
$$

In [20], Bei Hu studies the single equation,

$$
\left\{\begin{align*}
\Delta u & =0  \tag{1.5}\\
\frac{\partial u}{\partial n} & =u^{p} \quad \text { on } \partial \mathbb{R}_{+}^{N}
\end{align*}\right.
$$

There he proves that if $1<p<\frac{N}{N-2}$ there is no nontrivial nonnegative classical solution of (1.5). In [19] such nonexistence-type result is applied to compute the blow-up rate of a parabolic problem. In [14] the authors use a similar result to obtain the blow-up rate for a parabolic system.

Here, in Section 4, we adapt the moving plane technique to deal with the system (1.3)-(1.4), and we obtain the same type of result with similar restrictions on the exponents (see Theorems 3.5 and 3.6). This result seems to be of independent interest.

We remark that we can also deal with the semilinear case

$$
\begin{gathered}
\left\{\begin{aligned}
-\Delta u+u & =r(x, u, v) \quad \text { in } \Omega, \\
-\Delta v+v & =s(x, u, v),
\end{aligned}\right. \\
\left\{\begin{array}{l}
\frac{\partial u}{\partial n}=f(x, u, v) \quad \text { on } \partial \Omega, \\
\frac{\partial v}{\partial n}=g(x, u, v),
\end{array}\right.
\end{gathered}
$$

using the same ideas (see Remark 3.1). Since the main novelty here comes from the boundary terms, we present our results for (1.1)-(1.2).

The paper is organized as follows: in Section 2, we analyze the eigenvalue problem; in Section 3, we state and prove our main results (Theorems 3.2, 3.4 and 3.7). Finally, in Section 4 we prove the nonexistence results (Theorems 3.5 and 3.6).
2. The eigenvalue problem. In this section we analyze the following eigenvalue problem:

$$
\left\{\begin{array}{rlll}
\Delta \varphi & =\varphi & \text { in } \Omega  \tag{2.1}\\
\frac{\partial \varphi}{\partial n} & =\lambda \varphi & & \text { on } \partial \Omega
\end{array}\right.
$$

The proof of the results are rather standard, so we only sketch them. In fact we prove
Theorem 2.1. There exists a first positive eigenvalue $\lambda_{1}$ with positive eigenfunction $\varphi_{1}$ of (2.1). Moreover, if $\mu>\lambda_{1}$ there is no nonnegative nontrivial solution of

$$
\left\{\begin{align*}
\Delta w & =w \quad \text { in } \Omega  \tag{2.2}\\
\frac{\partial w}{\partial n} & \geq \mu w \text { on } \partial \Omega .
\end{align*}\right.
$$

Proof. First, we observe that the operator $A: L^{2}(\partial \Omega) \rightarrow L^{2}(\partial \Omega)$ given by $A f=\left.u\right|_{\partial \Omega}$, where $u$ is the solution of

$$
\left\{\begin{aligned}
\Delta u & =u \text { in } \Omega, \\
\frac{\partial u}{\partial n} & =f \text { on } \partial \Omega
\end{aligned}\right.
$$

is compact, self-adjoint and $\operatorname{ker}(A)=\{0\}$ (see [11], [12]). To see that it is positive, we observe that

$$
\langle A f, f\rangle=\int_{\partial \Omega} u f=\int_{\partial \Omega} u \frac{\partial u}{\partial n}=\int_{\Omega}|\nabla u|^{2}+\Delta u u=\int_{\Omega}|\nabla u|^{2}+u^{2} .
$$

Then there exists a nonincreasing sequence of positive eigenvalues of $A$, $0<\mu_{n}$ with $\mu_{n} \rightarrow 0$. Then, if we take $0<\lambda_{1}=1 / \mu_{1}$ we only have to show that the corresponding eigenfunction $\varphi_{1}$ is positive. For that purpose we observe that $\varphi_{1}$ is a solution of the following minimization problem:

$$
\lambda_{1}=\min _{\int_{\partial \Omega} u^{2}=1}\left(\int_{\Omega}|\nabla u|^{2}+\int_{\Omega} u^{2}\right) .
$$

As $|u|$ is also a solution if $u$ is a solution, we can choose $\varphi_{1}$ positive (see [11], [12] for the details).

To finish the proof of the theorem, assume that we have a nonnegative solution of (2.2). We multiply the equation by $\varphi_{1}$ and, after integration by parts, we get

$$
\int_{\Omega} w \Delta \varphi_{1}-\int_{\partial \Omega} w \frac{\partial \varphi_{1}}{\partial n}+\int_{\partial \Omega} \frac{\partial w}{\partial n} \varphi_{1}=\int_{\Omega} w \varphi_{1}
$$

Hence we obtain

$$
\mu \int_{\partial \Omega} w \varphi_{1} \leq \lambda_{1} \int_{\partial \Omega} w \varphi_{1},
$$

a contradiction, unless $w \equiv 0$.
3. Main results. As we have described in the introduction, we will use a topological argument in order to obtain our existence result. More precisely, we want to apply the following fixed-point theorem that can be found, for instance, in [6] (Theorem 3.1).
Theorem 3.1. Let $\mathcal{C}$ be a cone in a Banach space $X$ and $S: \mathcal{C} \rightarrow \mathcal{C}$ a compact mapping such that $S(0)=0$. Assume that there are real numbers $0<r<R$ and $t>0$ such that

1. $x \neq t S x$ for $0 \leq t \leq 1$ and $x \in \mathcal{C},\|x\|=r$, and
2. there exists a compact mapping $H: \bar{B}_{R} \times[0, \infty) \rightarrow \mathcal{C}$ (where $B_{\rho}=$ $\{x \in \mathcal{C}:\|x\|<\rho\})$ such that
(a) $H(x, 0)=S(x)$ for $\|x\|=R$.
(b) $H(x, t) \neq x$ for $\|x\|=R$ and $t>0$.
(c) $H(x, t)=x$ has no solution $x \in \bar{B}_{R}$ for $t \geq t_{0}$.

Then $S$ has a fixed point in $U=\{x \in \mathcal{C}: r<\|x\|<R\}$.
To apply this theorem, we proceed as follows. Consider the space

$$
X=\{(u, v): u, v \in C(\bar{\Omega})\},
$$

with the norm $\|(u, v)\|=\|u\|_{\infty}+\|v\|_{\infty}$, which makes it a Banach space. Let $S: X \rightarrow X$ be the solution operator defined by $S(\phi, \psi)=(u, v)$, where $(u, v)$ is the solution of

$$
\begin{align*}
& \left\{\begin{aligned}
\Delta u & =u & & \text { in } \Omega, \\
\frac{\partial u}{\partial n} & =f(x, \phi, \psi) & & \text { on } \partial \Omega,
\end{aligned}\right.  \tag{3.1}\\
& \left\{\begin{aligned}
\Delta v & =v & & \text { in } \Omega, \\
\frac{\partial v}{\partial n} & =g(x, \phi, \psi) & & \text { on } \partial \Omega .
\end{aligned}\right. \tag{3.2}
\end{align*}
$$

We observe that a fixed point of $S$ is a solution of (1.1)-(1.2).
Now let us see that $S$ satisfies the hypotheses of Theorem 3.1. By standard regularity theory, [18], as the normal derivatives of $u$ and $v$ are bounded in $L^{\infty}$ it follows that $u$ and $v$ are $C^{\alpha}$; hence $S$ is a compact operator. As $f(x, 0,0)=g(x, 0,0)=0$ we have, by Hopf's lemma, that $S(0)=0$.

Let $\mathcal{C}$ be the cone $\mathcal{C}=\{(u, v) \in X: u \geq 0, v \geq 0\}$. It follows from the maximum principle that $S(\mathcal{C}) \subset \mathcal{C}$.

To verify (1) in Theorem 3.1 we argue by contradiction. Let us assume that for every $r>0$ there exists a $0 \leq t \leq 1$ and a pair $(U, V)$ such that

$$
\begin{align*}
& \left\{\begin{array}{l}
\Delta U=U \text { in } \Omega, \\
\Delta V=V,
\end{array}\right.  \tag{3.3}\\
& \left\{\begin{array}{l}
\frac{\partial U}{\partial n}=t f(x, U, V) \quad \text { on } \partial \Omega, \\
\frac{\partial V}{\partial n}=t g(x, U, V) .
\end{array}\right. \tag{3.4}
\end{align*}
$$

We multiply the first equation of (3.3) by $\varphi_{1}$, the first eigenfunction of (2.1), and we obtain

$$
0=\int_{\Omega}(\Delta U-U) \varphi_{1}=\int_{\Omega} U\left(\Delta \varphi_{1}-\varphi_{1}\right)+t \int_{\partial \Omega} f(x, U, V) \varphi_{1}-\int_{\partial \Omega} U \frac{\partial \varphi_{1}}{\partial n}
$$

Hence

$$
0=t \int_{\partial \Omega} f(x, U, V) \varphi_{1}-\lambda_{1} \int_{\partial \Omega} U \varphi_{1}
$$

We assume that $f$ and $g$ are "superlinear"; in fact, we make the following hypothesis, which we call (H1):

$$
\begin{equation*}
f(x, U, V) \leq \varepsilon(U+V) \text { and } g(x, U, V) \leq \varepsilon(U+V) \tag{H1}
\end{equation*}
$$

for small $\|(U, V)\|$. Using (H1), we obtain

$$
\lambda_{1} \int_{\partial \Omega} U \varphi_{1} \leq \varepsilon t \int_{\partial \Omega}(U+V) \varphi_{1} .
$$

Analogously, for $V$ we get

$$
\lambda_{1} \int_{\partial \Omega} V \varphi_{1} \leq \varepsilon t \int_{\partial \Omega}(U+V) \varphi_{1} .
$$

Adding both inequalities we conclude that $\lambda_{1} \leq 2 \varepsilon$, a contradiction if $\varepsilon$ satisfies $\varepsilon<\lambda_{1} / 2$.

To see (2) we define $H$ as follows: $H((\phi, \psi), t)=S(\phi+t, \psi+t)$. Clearly (a) holds.

To see (c) we have to impose any of the following conditions (we call this (H2)):
(H2.i) There exist real numbers $\mu>\lambda_{1}$ and $C>0$ such that $f(x, u, v) \geq$ $\mu u-C$ uniformly in $x \in \bar{\Omega}$ and $v \in \mathbb{R}_{+}$.
(H2.ii) There exist real numbers $\mu>\lambda_{1}$ and $C>0$ such that $g(x, u, v) \geq$ $\mu v-C$ uniformly in $x \in \bar{\Omega}$ and $u \in \mathbb{R}_{+}$.
(H2.iii) There exist real numbers $\mu>\lambda_{1}$ and $C>0$ such that $f(x, u, v)+$ $g(x, u, v) \geq \mu(u+v)-C$ uniformly in $x \in \bar{\Omega}$.

For instance, assume that (H2.i) holds. Then we observe that for $t$ large enough we have $f(x, u+t, v+t) \geq \mu(u+t)-C \geq \mu u$, with $\mu>\lambda_{1}$, and hence, for $t$ large, $u$ is a nonnegative solution of

$$
\left\{\begin{array}{l}
\Delta u=u \quad \text { in } \Omega \\
\frac{\partial u}{\partial n} \geq \mu u \text { on } \partial \Omega
\end{array}\right.
$$

which contradicts Theorem 2.1.
The other cases can be handled in a similar fashion. Finally, condition (b) is an immediate consequence of an a priori bound for the system

$$
\begin{align*}
& \left\{\begin{aligned}
\Delta u & =u \text { in } \Omega, \\
\Delta v & =v,
\end{aligned}\right.  \tag{3.5}\\
& \begin{cases}\frac{\partial u}{\partial n} & =f(x, u+t, v+t) \quad \text { on } \partial \Omega, \\
\frac{\partial v}{\partial n} & =g(x, u+t, v+t) .\end{cases} \tag{3.6}
\end{align*}
$$

Hence we have proved our main result, provided we have an a priori $L^{\infty}$ bound for (3.5)-(3.6).
Theorem 3.2. Let $f$ and $g$ satisfy (H1)-(H2); if there exists a constant $C$ such that for every solution $(u, v)$ of (1.1)-(1.2) it holds that $\|u\|_{\infty},\|v\|_{\infty} \leq$ $C$, then the system (1.1)-(1.2) has a nontrivial positive solution.

Now our aim is to prove that, under further conditions on $f$ and $g$, the nonnegative solutions of (1.1)-(1.2) are bounded in $L^{\infty}$, so Theorem 3.2 applies. To do so, we apply the blow-up technique introduced by Gidas and Spruck [17]. We argue by contradiction. Assume that there is no such a priori bound; then there exists a sequence of positive solutions $\left(u_{n}, v_{n}\right)$ such that $\max \left\{\left\|u_{n}\right\|_{\infty},\left\|v_{n}\right\|_{\infty}\right\} \rightarrow \infty$ Let $\beta_{1}, \beta_{2}$ be two positive numbers to be fixed. We can assume that $\left\|u_{n}\right\|_{\infty} \rightarrow \infty$ and that $\left\|u_{n}\right\|_{\infty}^{\beta_{2}} \geq\left\|v_{n}\right\|_{\infty}^{\beta_{1}}$. As $\bar{\Omega}$ is compact and $u_{n}$ is continuous, we can choose $x_{n} \in \bar{\Omega}$ such that $u_{n}\left(x_{n}\right)=\max _{\bar{\Omega}} u_{n}$. Moreover, it follows from the maximum principle that $x_{n} \in \partial \Omega$. Again, by the compactness of $\bar{\Omega}$, we can assume that $x_{n} \rightarrow x_{0} \in \partial \Omega$.

We define $\gamma_{n}$ such that $\gamma_{n}^{\beta_{1}}\left\|u_{n}\right\|_{\infty}=1$. This sequence $\gamma_{n}$ goes to 0 as $n \rightarrow \infty$. Let

$$
w_{n}(y)=\gamma_{n}^{\beta_{1}} u_{n}\left(\gamma_{n} y+x_{n}\right), \quad z_{n}(y)=\gamma_{n}^{\beta_{2}} v_{n}\left(\gamma_{n} y+x_{n}\right) .
$$

These functions are defined in $\Omega_{n}=\left\{y \in \mathbb{R}^{N}: \gamma_{n} y+x_{n} \in \Omega\right\}$. We observe that $0 \leq w_{n}, z_{n} \leq 1$ and $w_{n}(0)=1$.

On $f$ and $g$ we impose the following condition (hypothesis (H3)):

$$
\begin{align*}
& f(x, u, v)=a(x) u^{p_{11}}+b(x) v^{p_{12}}+h_{1}(x, u, v),  \tag{H3}\\
& g(x, u, v)=c(x) u^{p_{21}}+d(x) v^{p_{22}}+h_{2}(x, u, v),
\end{align*}
$$

where $0<k \leq a, b, c, d \leq K<\infty$ and $h_{i}$ are lower-order terms,

$$
\left|h_{i}(x, u, v)\right| \leq c_{i}\left(1+|u|^{\alpha_{i 1}}+|v|^{\alpha_{i 2}}\right) .
$$

Here the exponents $\alpha_{i j}$ satisfy $0 \leq \alpha_{i j}<p_{i j}$. Hence, $w_{n}$ and $z_{n}$ satisfy

$$
\begin{align*}
& \left\{\begin{aligned}
\Delta w_{n} & =\gamma_{n}^{2} w_{n} \quad \text { in } \Omega_{n}, \\
\Delta z_{n} & =\gamma_{n}^{2} z_{n},
\end{aligned}\right.  \tag{3.7}\\
& \left\{\begin{aligned}
\frac{\partial w_{n}}{\partial n}= & \gamma_{n}^{\beta_{1}\left(1-p_{11}\right)+1} a(*) w_{n}^{p_{11}}+\gamma_{n}^{\beta_{1}+1-\beta_{2} p_{12}} b(*) z_{n}^{p_{12}} \\
& +\gamma_{n}^{\beta_{1}+1} h_{1}\left(*, \gamma_{n}^{-\beta_{1}} w_{n}, \gamma_{n}^{-\beta_{2}} z_{n}\right) \\
\frac{\partial z_{n}}{\partial n}= & \gamma_{n}^{\beta_{2}+1-\beta_{1} p_{21}}(*) w_{n}^{p_{2}}+\gamma_{n}^{\beta_{2}\left(1-p_{22}\right)+1} d(*) z_{n}^{p_{22}} \\
& +\gamma_{n}^{\beta_{2}+1} h_{2}\left(*, \gamma_{n}^{-\beta_{1}} w_{n}, \gamma_{n}^{-\beta_{2}} z_{n}\right) .
\end{aligned} \text { on } \partial \Omega_{n},\right. \tag{3.8}
\end{align*}
$$

Now we want to pass to the limit in (3.7)-(3.8), so we need to know what happens with the coefficients of the leading terms.

We distinguish two cases in terms of $p_{i j}$ : the weakly coupled case and the strongly coupled case.

1) Weakly coupled case. We say that the system is weakly coupled if there exist $\beta_{1}, \beta_{2}$ such that

$$
\begin{array}{ll}
\beta_{1}\left(1-p_{11}\right)+1=0, & \beta_{1}+1-\beta_{2} p_{12}>0 \\
\beta_{2}\left(1-p_{22}\right)+1=0, & \beta_{2}+1-\beta_{1} p_{21}>0 \tag{3.9}
\end{array}
$$

Thus, in this case we choose $\beta_{1}=\frac{1}{p_{11}-1}, \beta_{2}=\frac{1}{p_{22}-1}$. These conditions impose

$$
1<p_{11}, p_{22}, \quad p_{12}<\frac{p_{11}\left(p_{22}-1\right)}{p_{11}-1}, \quad \text { and } \quad p_{21}<\frac{p_{22}\left(p_{11}-1\right)}{p_{22}-1}
$$

2) Strongly coupled case. We say that the system is strongly coupled if there exist $\beta_{1}, \beta_{2}$ such that

$$
\begin{array}{ll}
\beta_{1}\left(1-p_{11}\right)+1>0, & \beta_{1}+1-\beta_{2} p_{12}=0 \\
\beta_{2}\left(1-p_{22}\right)+1>0, & \beta_{2}+1-\beta_{1} p_{21}=0 \tag{3.10}
\end{array}
$$

Thus, in this case we choose $\beta_{1}=\frac{p_{12}+1}{p_{12} p_{21}-1}, \beta_{2}=\frac{p_{21}+1}{p_{12} p_{21}-1}$. These conditions impose

$$
1<p_{21} p_{12}, \quad p_{11}<1+\frac{p_{21} p_{12}-1}{p_{12}+1}, \quad \text { and } \quad p_{22}<1+\frac{p_{21} p_{12}-1}{p_{21}+1}
$$

First we deal with the weakly coupled case.

As $w_{n}, z_{n}$ are $C^{\alpha}$ (see [18]) and $f, g$ are smooth, we have (see [22], [15]) that $w_{n}, z_{n}$ are uniformly bounded in $C^{1+\alpha}$. Hence, by standard Schauder theory, [18], we obtain that $w_{n}, z_{n}$ are uniformly bounded in $C^{2+\alpha}$. Using a compactness argument we can assume that $\left(w_{n}, z_{n}\right) \rightarrow(w, z)$ in $C^{2+\beta} \times C^{2+\beta}$ with $\beta<\alpha$. We observe that the domains $\Omega_{n}$ approach $\mathbb{R}_{+}^{N}$. Therefore, passing to the limit we obtain a nontrivial nonnegative bounded solution $w$ of

$$
\left\{\begin{align*}
\Delta w & =0 & & \text { in } \mathbb{R}_{+}^{N},  \tag{3.11}\\
\frac{\partial w}{\partial n} & =a\left(x_{0}\right) w^{p_{11}} & & \text { on } \partial \mathbb{R}_{+}^{N} .
\end{align*}\right.
$$

Bei Hu in [20] proved the following nonexistence theorem:
Theorem 3.3. The only nonnegative classical solution of (3.11) is $w \equiv 0$ when $1<p_{11}<\frac{N}{N-2}$ ( $p_{11}$ is subcritical) if $N \geq 3$ or $0<p_{11}$ if $N=2$.

The proof of Theorem 3.3 relies on the moving plane method, introduced by Alexandroff and then used by several authors to study the symmetry properties of many elliptic equations ([1], [16], [21], etc.). We want to remark that in the critical case, $p_{11}=\frac{N}{N-2}$, there exist nontrivial nonnegative solutions of (3.11), [3].

Using Theorem 3.3 we get a contradiction, and this proves the a priori bound in the weakly coupled case. In summary, we have proved the following result:
Theorem 3.4. Assume that the system (1.1)-(1.2) satisfies (H3) and is weakly coupled. If $1<p_{11}, p_{22}<\frac{N}{N-2}(N \geq 3)$ or $0<p_{11}, p_{22}(N=2)$, then there exists a constant $C$ such that every nonnegative solution $(u, v)$ satisfies

$$
\|u\|_{\infty},\|v\|_{\infty} \leq C .
$$

Next, we deal with the strongly coupled case. Passing to the limit as in the previous case, we obtain a nontrivial, nonnegative solution of

$$
\left\{\begin{align*}
\Delta w & =0  \tag{3.12}\\
\Delta z & =0
\end{align*} \text { in } \mathbb{R}_{+}^{N},\right.
$$

with boundary conditions

$$
\left\{\begin{array}{l}
\frac{\partial w}{\partial n}=b\left(x_{0}\right) z^{p_{12}} \quad \text { on } \partial \mathbb{R}_{+}^{N},  \tag{3.13}\\
\frac{\partial z}{\partial n}=c\left(x_{0}\right) w^{p_{21}}
\end{array}\right.
$$

For this problem, using the moving planes technique, in the next section we prove the following Liouville-type theorems:

Theorem 3.5. Suppose $N \geq 3$, and $p_{12}, p_{21} \leq \frac{N}{N-2}$ but not both equal to $\frac{N}{N-2}$, with $p_{12} p_{21}>1$. Let $(w, z)$ be a classical nonnegative solution of (3.12)-(3.13); then $w \equiv z \equiv 0$.

For the case $N=2$ we have to suppose that $w$ or $z$ is bounded, and we obtain the same conclusion with no restriction on the exponents $p_{12}, p_{21}$. More precisely, we have
Theorem 3.6. Let $N=2$, and $p_{12}, p_{21}>0$. Let $(w, z)$ be a classical nonnegative solution of (3.12)-(3.13) with $w$ bounded; then $w \equiv z \equiv 0$.

Again, applying Theorems 3.5 and 3.6 we get a contradiction in the strongly coupled case. In summary we have proved the following theorem:
Theorem 3.7. Assume that the system (1.1)-(1.2) satisfies (H3) and is strongly coupled. If $1<p_{12} p_{21}$ and $p_{12}, p_{21} \leq \frac{N}{N-2}$ but not both equal $(N \geq 3)$ or $0<p_{12}, p_{21}(N=2)$, then there exists a constant $C$ such that every nonnegative solution $(u, v)$ satisfies $\|u\|_{\infty},\|v\|_{\infty} \leq C$.
Remark 3.1 We observe that the same techniques apply to the semilinear case,

$$
\begin{aligned}
& \left\{\begin{array}{l}
-\Delta u+u=r(x, u, v) \quad \text { in } \Omega, \\
-\Delta v+v=s(x, u, v),
\end{array}\right. \\
& \left\{\begin{array}{l}
\frac{\partial u}{\partial n}=f(x, u, v) \quad \text { on } \partial \Omega, \\
\frac{\partial v}{\partial n}=g(x, u, v) .
\end{array}\right.
\end{aligned}
$$

The differences arises in the blow-up argument. When we apply this technique, the points $x_{n}$ need not lie in $\partial \Omega$, and hence we have to discriminate the case where $x_{n} \rightarrow x_{0} \notin \partial \Omega$. In this case we can pass to the limit, but we lose the boundary condition, obtaining a semilinear problem in $\mathbb{R}^{N}$.
4. Nonexistence results. This section is devoted to the proofs of Theorems 3.5 and 3.6.

Throughout this section, for the sake of simplicity, we write $p, q$ instead of $p_{12}, p_{21}$ and $u, v$ instead of $w, z$. Also we assume that $b\left(x_{0}\right)=c\left(x_{0}\right)=1$.
Proof of Theorem 3.5. To apply the moving plane method we use the following notation: for $\lambda \in \mathbb{R}$, let

$$
\begin{array}{cc}
\Sigma_{\lambda}=\left\{\left(x_{1}, \ldots, x_{N}\right): x_{1}>0, x_{N}<\lambda\right\}, & T_{\lambda}=\left\{\left(x_{1}, \ldots, x_{N}\right): x_{1} \geq 0, x_{N}=\lambda\right\}, \\
\widetilde{\Sigma}_{\lambda}=\overline{\Sigma_{\lambda}}-\{(0, \ldots, 0,2 \lambda)\}, \quad B_{\mu}^{+}\left(y_{0}\right)=B_{\mu}\left(y_{0}\right) \cap\left\{x_{1}>0\right\} .
\end{array}
$$

Let $(u, v)$ be a positive solution of (1.3)-(1.4) and $\alpha_{1}=-\frac{p+1}{p q-1}, \alpha_{2}=-\frac{q+1}{p q-1}$ (we observe that, as $p q>1, \alpha_{1}$ and $\alpha_{2}$ are negative). Then define

$$
\bar{u}(x)=\mu^{-\alpha_{1}} u(\mu x), \quad \bar{v}(x)=\mu^{-\alpha_{2}} v(\mu x) .
$$

As $(u, v)$ satisfies (1.3)-(1.4), $(\bar{u}, \bar{v})$ satisfies

$$
\left\{\begin{array}{l}
\Delta \bar{u}=0, \quad \Delta \bar{v}=0,  \tag{4.1}\\
\frac{\partial \bar{u}}{\partial n}=\bar{v}^{p}, \quad \frac{\partial \bar{v}}{\partial n}=\bar{u}^{q} .
\end{array}\right.
$$

By (4.1), if $\bar{u} \equiv 0$, then $\bar{v} \equiv 0$; then we can suppose that $u \not \equiv 0, v \not \equiv 0$. Now we observe that if $\mu<1$

$$
\begin{align*}
& \sup _{x \in B_{1}^{+}(0)} \bar{u}(x) \leq \mu^{-\alpha_{1}} \sup _{x \in B_{\mu}^{+}(0)} u(x) \leq C \mu^{-\alpha_{1}}, \\
& \sup _{x \in B_{1}^{+}(0)} \bar{v}(x) \leq \mu^{-\alpha_{2}} \sup _{x \in B_{\mu}^{+}(0)} v(x) \leq C \mu^{-\alpha_{2}} . \tag{4.2}
\end{align*}
$$

Also

$$
\begin{align*}
& \inf _{x \in B_{1}^{+}(0)} \bar{u}(x) \geq \mu^{-\alpha_{1}} \inf _{x \in B_{\mu}^{+}(0)} u(x) \geq c \mu^{-\alpha_{1}} \\
& \inf _{x \in B_{1}^{+}(0)} \bar{v}(x) \geq \mu^{-\alpha_{2}} \inf _{x \in B_{\mu}^{+}(0)} v(x) \geq c \mu^{-\alpha_{2}} . \tag{4.3}
\end{align*}
$$

Let $\varepsilon_{1}, \varepsilon_{2}$ be the following numbers, which are positive by the maximum principle:

$$
\varepsilon_{1}=\min _{|x|=1, x_{N} \geq 0} \bar{u}(x)>0, \quad \varepsilon_{2}=\min _{|x|=1, x_{N} \geq 0} \bar{v}(x)>0 .
$$

Next we observe that if $\varepsilon=\min \left\{\varepsilon_{1}, \varepsilon_{2}\right\}$, then by a comparison argument,

$$
\left\{\begin{align*}
\bar{u}(x) & \geq \frac{\varepsilon}{|x|^{N-2}} \quad|x| \geq 1 \quad x_{1}>0,  \tag{4.4}\\
\bar{v}(x) & \geq \frac{\varepsilon}{|x|^{N-2}} .
\end{align*}\right.
$$

Now we use Kelvin's inversion to define

$$
\varphi(x)=\frac{\bar{u}\left(\frac{x}{|x|^{2}}\right)}{|x|^{N-2}}, \quad \psi(x)=\frac{\bar{v}\left(\frac{x}{|x|^{2}}\right)}{|x|^{N-2}} .
$$

As $(\bar{u}, \bar{v})$ satisfies (4.1), this pair of functions, $(\varphi, \psi)$, satisfies

$$
\left\{\begin{aligned}
\Delta \varphi(x) & =0, & \Delta \psi(x) & =0, \\
\frac{\partial \varphi}{\partial n}(x) & =\frac{\psi^{p}(x)}{|x|^{N-(N-2) p}}, & \frac{\partial \psi}{\partial n}(x) & =\frac{\varphi^{q}(x)}{|x|^{N-(N-2) q}}
\end{aligned}\right.
$$

As a consequence of (4.4), we obtain

$$
\psi(x)=\frac{\bar{v}\left(\frac{x}{|x|^{2}}\right)}{|x|^{N-2}} \geq \varepsilon, \quad \varphi(x)=\frac{\bar{u}\left(\frac{x}{|x|^{2}}\right)}{|x|^{N-2}} \geq \varepsilon, \quad \text { in }|x| \leq 1, \quad x_{1}>0 .
$$

Also, by (4.2), we have

$$
\begin{align*}
& \varphi(x)=\frac{\bar{u}\left(\frac{x}{|x|^{2}}\right)}{|x|^{N-2}} \leq \frac{\sup _{y \in B_{1}^{+}(0)} \bar{u}(y)}{|x|^{N-2}} \leq \frac{C \mu^{-\alpha_{1}}}{|x|^{N-2}} \quad \text { if }|x| \geq 1, \quad x_{1}>0  \tag{4.5}\\
& \psi(x)=\frac{\bar{v}\left(\frac{x}{|x|^{2}}\right)}{|x|^{N-2}} \leq \frac{\sup _{y \in B_{1}^{+}(0)} \bar{v}(y)}{|x|^{N-2}} \leq \frac{C \mu^{-\alpha_{2}}}{|x|^{N-2}} \quad \text { if }|x| \geq 1, \quad x_{1}>0
\end{align*}
$$

In order to prove symmetry properties of $\varphi$ and $\psi$, we set

$$
\Phi_{\lambda}(x)=\varphi_{\lambda}(x)-\varphi(x), \quad \Psi_{\lambda}(x)=\psi_{\lambda}(x)-\psi(x),
$$

where for $\lambda<0$ we define

$$
\begin{aligned}
& \varphi_{\lambda}\left(x_{1}, \ldots, x_{N}\right)=\varphi\left(x_{1}, \ldots, x_{N-1}, 2 \lambda-x_{N}\right)=\varphi\left(x_{\lambda}\right), \\
& \psi_{\lambda}\left(x_{1}, \ldots, x_{N}\right)=\psi\left(x_{1}, \ldots, x_{N-1}, 2 \lambda-x_{N}\right)=\psi\left(x_{\lambda}\right) .
\end{aligned}
$$

Now we can begin the moving plane method.
Lemma 4.1. If $-\lambda$ is big enough, then

$$
\Phi_{\lambda}, \Psi_{\lambda} \geq 0 \quad \text { in } \widetilde{\Sigma}_{\lambda}
$$

Proof. Let us start by defining the following functions:

$$
\bar{\Phi}_{\lambda}(x)=|z|^{\beta} \Phi_{\lambda}(x), \quad \bar{\Psi}_{\lambda}(x)=|z|^{\beta} \Psi_{\lambda}(x)
$$

where $z=x+e_{1}=x+(1,0, \ldots, 0)$. These functions satisfy

$$
\begin{aligned}
& -\Delta \bar{\Phi}_{\lambda}+\frac{2 \beta}{|z|^{2}} z \cdot \nabla \bar{\Phi}_{\lambda}+\frac{\beta(N-2-\beta)}{|z|^{2}} \bar{\Phi}_{\lambda}=0, \\
& -\Delta \bar{\Psi}_{\lambda}+\frac{2 \beta}{|z|^{2}} z \cdot \nabla \bar{\Psi}_{\lambda}+\frac{\beta(N-2-\beta)}{|z|^{2}} \bar{\Psi}_{\lambda}=0 .
\end{aligned} \quad \text { in } \Sigma_{\lambda}
$$

We choose $\beta=\frac{N-2}{2}$ so that the coefficient of order zero in both equations is nonnegative.

At the boundary, these functions satisfy

$$
\begin{aligned}
-\left.\frac{\partial \bar{\Phi}_{\lambda}}{\partial x_{1}}\right|_{x_{1}=0} & =-\left.\left(\frac{\partial|z|^{\beta}}{\partial x_{1}} \Phi_{\lambda}(x)+|z|^{\beta} \frac{\partial \Phi_{\lambda}}{\partial x_{1}}(x)\right)\right|_{x_{1}=0} \\
& =-\left.\left(\frac{\beta}{|z|^{2}} \bar{\Phi}_{\lambda}+|z|^{\beta} \frac{\partial}{\partial x_{1}}\left(\varphi_{\lambda}(x)-\varphi(x)\right)\right)\right|_{x_{1}=0} \\
& =-\frac{\beta}{|z|^{2}} \bar{\Phi}_{\lambda}+|z|^{\beta}\left(\frac{1}{\left|x_{\lambda}\right|^{N-(N-2) p}} \psi_{\lambda}^{p}-\frac{1}{|x|^{N-(N-2) p}} \psi^{p}\right)
\end{aligned}
$$

Now, as $\left|x_{\lambda}\right| \leq|x|$ in $\overline{\Sigma_{\lambda}}(\lambda<0)$, by the mean value theorem,

$$
\begin{aligned}
\left(\frac{1}{\left|x_{\lambda}\right|^{N-(N-2) p}} \psi_{\lambda}^{p}-\frac{1}{|x|^{N-(N-2) p}} \psi^{p}\right) & \geq \frac{1}{|x|^{N-(N-2) p}}\left(\psi_{\lambda}^{p}-\psi^{p}\right) \\
& =\frac{1}{|x|^{N-(N-2) p}}\left(p \xi^{p-1} \Psi_{\lambda}\right),
\end{aligned}
$$

where $\xi$ lies between $\psi_{\lambda}$ and $\psi$. Then

$$
\begin{equation*}
-\left.\frac{\partial \bar{\Phi}_{\lambda}}{\partial x_{1}}\right|_{x_{1}=0} \geq-\frac{\beta}{|z|^{2}} \bar{\Phi}_{\lambda}+\bar{\Psi}_{\lambda} \frac{1}{|x|^{N-(N-2) p}} p \xi^{p-1} . \tag{4.6}
\end{equation*}
$$

Analogously,

$$
\begin{equation*}
-\left.\frac{\partial \bar{\Psi}_{\lambda}}{\partial x_{1}}\right|_{x_{1}=0} \geq-\frac{\beta}{|z|^{2}} \bar{\Psi}_{\lambda}+\bar{\Phi}_{\lambda} \frac{1}{|x|^{N-(N-2) q}} q \zeta^{q-1} \tag{4.7}
\end{equation*}
$$

where $\zeta$ lies between $\varphi_{\lambda}$ and $\varphi$.
Now suppose that the statement of the lemma is false; that is,

$$
\inf _{x \in \widetilde{\Sigma}_{\lambda}} \bar{\Phi}_{\lambda}=-\delta<0
$$

We have

$$
\begin{aligned}
\left|\bar{\Phi}_{\lambda}(x)\right| & =|z|^{\beta}\left|\varphi_{\lambda}(x)-\varphi(x)\right| \leq|z|^{\beta}\left(\left|\varphi_{\lambda}(x)\right|+|\varphi(x)|\right) \\
& \leq\left(\frac{C \mu^{-\alpha_{1}}}{\left|x_{\lambda}\right|^{N-2}}+\frac{C \mu^{-\alpha_{1}}}{|x|^{N-2}}\right)|z|^{\beta} \leq \frac{3 C \mu^{-\alpha_{1}}}{|x|^{\frac{N-2}{2}}}, \quad \text { if }|x| \text { is big enough. }
\end{aligned}
$$

Analogously,

$$
\left|\bar{\Psi}_{\lambda}(x)\right| \leq \frac{3 C \mu^{-\alpha_{2}}}{|x|^{\frac{N-2}{2}}} .
$$

Now, near the point $(0, \ldots, 0,2 \lambda)$ (more precisely, for $|x-(0, \ldots, 0,2 \lambda)| \leq 1$ ), we have

$$
\begin{aligned}
\bar{\Phi}_{\lambda}(x) & \geq|z|^{\beta}(\varepsilon-\varphi(x)) \geq|z|^{\beta}\left(\varepsilon-\frac{C \mu^{-\alpha_{1}}}{|x|^{N-2}}\right) \\
& \geq|z|^{\beta}\left(\varepsilon-\frac{C \mu^{-\alpha_{1}}}{|\lambda|^{N-2}}\right)>0, \quad \text { if }-\lambda \text { is big enough. }
\end{aligned}
$$

In a similar way we obtain, for $|x-(0, \ldots, 0,2 \lambda)| \leq 1, \bar{\Psi}_{\lambda}(x)>0$. Then the infimum must be located in $y \in \bar{\Sigma}_{\lambda} \backslash B_{1}(0, \ldots, 0,2 \lambda)$.

By the maximum principle, $y \notin \operatorname{int}\left(\widetilde{\Sigma}_{\lambda}\right)$ and $y \notin \mathrm{~T}_{\lambda}$ because $\bar{\Phi}_{\lambda} \equiv 0$ in $\mathrm{T}_{\lambda}$; then $y$ must be in $\left\{\left(x_{1}, \ldots, x_{N}\right) ; x_{1}=0\right\}$.

If $\bar{\Psi}_{\lambda}(y) \geq 0$ we are done because by (4.6) the normal derivative of $\bar{\Phi}_{\lambda}$ must be positive at $y$, a fact that contradicts Hopf's Lemma.

If not, $\psi_{\lambda}(y)<\psi(y)$ and then $\inf \bar{\Psi}_{\lambda}(x)=\bar{\Psi}_{\lambda}\left(y^{*}\right)<0$, and by an analogous argument, $\varphi_{\lambda}\left(y^{*}\right)<\varphi\left(y^{*}\right)$.

Then we have, by (4.5),

$$
\begin{equation*}
\xi(y) \leq \frac{C \mu^{-\alpha_{2}}}{|y|^{N-2}}, \quad \zeta\left(y^{*}\right) \leq \frac{C \mu^{-\alpha_{1}}}{\left|y^{*}\right|^{N-2}} . \tag{4.8}
\end{equation*}
$$

By Hopf's Lemma, we can suppose that the normal derivative of $\bar{\Phi}_{\lambda}$ is negative at $y$; that is, using (4.8)

$$
\begin{aligned}
0 & >-\left.\frac{\partial \bar{\Phi}_{\lambda}}{\partial x_{1}}\right|_{x=y} \geq-\frac{\beta}{|z|^{2}} \bar{\Phi}_{\lambda}(y)+\bar{\Psi}_{\lambda}(y) \frac{1}{|y|^{N-(N-2) p}} p \xi^{p-1} \\
& \geq-\frac{\beta}{1+|y|^{2}} \bar{\Phi}_{\lambda}(y)+\bar{\Psi}_{\lambda}(y) \frac{1}{|y|^{2}} p C \mu^{-\alpha_{2}(p-1)} .
\end{aligned}
$$

Then, we have

$$
\frac{\beta}{1+|y|^{2}} \delta<-\frac{p}{|y|^{2}} C \mu^{-\alpha_{2}(p-1)} \bar{\Psi}_{\lambda}(y) .
$$

Replacing in (4.7), we get

$$
\begin{align*}
-\left.\frac{\partial \bar{\Psi}_{\lambda}}{\partial x_{1}}\right|_{x=y^{*}} & \geq-\frac{\beta}{1+\left|y^{*}\right|^{2}} \bar{\Psi}_{\lambda}(y)-\frac{q}{\left|y^{*}\right|^{2}} C \mu^{-\alpha_{1}(q-1)} \delta \\
& \geq \frac{\beta^{2}}{1+\left|y^{*}\right|^{2}} \delta \frac{|y|^{2}}{1+|y|^{2}} \frac{1}{p C \mu^{-\alpha_{2}(p-1)}}-\frac{q}{\left|y^{*}\right|^{2}} \delta C \mu^{-\alpha_{1}(q-1)}  \tag{4.9}\\
& \geq\left[\frac{\beta^{2}}{p C \mu^{-\alpha_{2}(p-1)}}-q C \mu^{-\alpha_{1}(q-1)}\right] \frac{\delta}{\left|y^{*}\right|^{2}} .
\end{align*}
$$

We observe that, as $p q>1$, if we choose $\mu$ small enough, we get that the last term is positive, which is a contradiction, and the lemma is proved.

Let us now start to move the plane.
Lemma 4.2. If $\lambda_{0}=\sup \left\{\lambda<0: \Phi_{\gamma}, \Psi_{\gamma} \geq 0\right.$ in $\left.\widetilde{\Sigma}_{\gamma} \forall \gamma<\lambda\right\}$, then $\lambda_{0}=0$.
Proof. Suppose that $\lambda_{0}<0$. By continuity, we have

$$
\Phi_{\lambda_{0}}, \Psi_{\lambda_{0}} \geq 0 \quad \text { in } \widetilde{\Sigma}_{\lambda_{0}}
$$

In the boundary $\left\{x_{1}=0\right\} \cap \bar{\Sigma}_{\lambda_{0}}$, by (4.6) and (4.7) these functions satisfy

$$
\begin{align*}
\frac{\partial \Phi_{\lambda_{0}}}{\partial n} & =\frac{\psi_{\lambda}^{p}}{\left|x_{\lambda}\right|^{N-(N-2) p}}-\frac{\psi^{p}}{|x|^{N-(N-2) p}} \geq \frac{p}{|x|^{N-p(N-2)}} \xi^{p-1} \Psi_{\lambda_{0}} \geq 0 \\
\frac{\partial \Psi_{\lambda_{0}}}{\partial n} & =\frac{\varphi_{\lambda}^{q}}{\left|x_{\lambda}\right|^{N-(N-2) q}}-\frac{\varphi^{q}}{|x|^{N-(N-2) q}} \geq \frac{q}{|x|^{N-q(N-2)}} \zeta^{q-1} \Phi_{\lambda_{0}} \geq 0 \tag{4.10}
\end{align*}
$$

Now, by (4.10) (as $N-p(N-2) \geq 0, N-q(N-2)>0$ and $\left.\lambda_{0}<0\right)$, $\Phi_{\lambda_{0}}, \Psi_{\lambda_{0}} \not \equiv 0$ in $\widetilde{\Sigma}_{\lambda_{0}}$; then, by the maximum principle, we have

$$
\begin{equation*}
\Phi_{\lambda_{0}}, \Psi_{\lambda_{0}}>0 \quad \text { in } \bar{\Sigma}_{\lambda_{0}}-\left\{T_{\lambda_{0}} \cup\left\{\left(0, \ldots, 0,2 \lambda_{0}\right)\right\}\right\} \tag{4.11}
\end{equation*}
$$

Now, let us define the following numbers, which by (4.11) are positive:

$$
\begin{aligned}
& \delta_{1}=\inf \left\{\Phi_{\lambda_{0}}: x_{1}>0,\left|x-\left(0, \ldots, 0,2 \lambda_{0}\right)\right|=\frac{\left|\lambda_{0}\right|}{2}\right\} \\
& \delta_{2}=\inf \left\{\Psi_{\lambda_{0}}: x_{1}>0,\left|x-\left(0, \ldots, 0,2 \lambda_{0}\right)\right|=\frac{\left|\lambda_{0}\right|}{2}\right\}
\end{aligned}
$$

$\delta=\min \left\{\delta_{1}, \delta_{2}\right\}$. The point $\left(0, \ldots, 0,2 \lambda_{0}\right)$ might be a singularity point for $\Phi_{\lambda_{0}}$ and $\Psi_{\lambda_{0}}$; to control this fact, we define $h_{\varepsilon}$ to be the solution of the following problem:

$$
\left\{\begin{aligned}
\Delta h_{\varepsilon} & =0 \quad \text { in } \quad \varepsilon<\left|x-\left(0, \ldots, 0,2 \lambda_{0}\right)\right|<\frac{1}{2}\left|\lambda_{0}\right|, x_{1}>0 \\
h_{\varepsilon} & =\delta \text { on }\left|x-\left(0, \ldots, 0,2 \lambda_{0}\right)\right|=\frac{1}{2}\left|\lambda_{0}\right|, x_{1} \geq 0 \\
h_{\varepsilon} & =0 \text { on }\left|x-\left(0, \ldots, 0,2 \lambda_{0}\right)\right|=\varepsilon, x_{1} \geq 0 \\
\frac{\partial h_{\varepsilon}}{\partial n} & =0 \quad \text { on } \varepsilon<\left|x-\left(0, \ldots, 0,2 \lambda_{0}\right)\right|<\frac{1}{2}\left|\lambda_{0}\right|, x_{1}=0
\end{aligned}\right.
$$

By the maximum principle, we have

$$
\Phi_{\lambda_{0}}, \Psi_{\lambda_{0}} \geq h_{\varepsilon} \quad \text { in } \varepsilon \leq\left|x-\left(0, \ldots, 0,2 \lambda_{0}\right)\right| \leq \frac{1}{2}\left|\lambda_{0}\right|,\left|x_{1}\right| \geq 0
$$

Now, let $\varepsilon \rightarrow 0$, and as $\lim _{\varepsilon \rightarrow 0^{+}} h_{\varepsilon}(x) \equiv \delta$, we obtain

$$
\Phi_{\lambda_{0}}, \Psi_{\lambda_{0}} \geq \delta \quad \text { in } 0<\left|x-\left(0, \ldots, 0,2 \lambda_{0}\right)\right| \leq \frac{1}{2}\left|\lambda_{0}\right|,\left|x_{1}\right| \geq 0 .
$$

As, in $\widetilde{\Sigma}_{\lambda_{0}}, \bar{\Phi}_{\lambda_{0}} \geq \Phi_{\lambda_{0}}, \bar{\Psi}_{\lambda_{0}} \geq \Psi_{\lambda_{0}}$, we obtain

$$
\lim _{\lambda \backslash \lambda \lambda_{0}\left|x-\left(0, \ldots, \ldots, 2 \lambda_{0}\right)\right| \leq\left|\lambda_{0}\right| / 2}^{x_{1} \geq 0} \inf _{\lambda} \geq \inf _{\left|x-\left(0, \ldots, 0, \lambda_{0}\right)\right| \leq\left|\lambda_{0}\right| / 2}^{x_{1} \geq 0} \Phi_{\lambda_{0}} \geq \delta,
$$

and an analogous inequality holds for $\bar{\Psi}_{\lambda}$.
By the definition of $\lambda_{0}$, there exists a sequence $\left(\lambda_{k}\right), \lambda_{k} \searrow \lambda_{0}$, such that $\inf _{x \in \tilde{\Sigma}_{\lambda_{k}}} \bar{\Phi}_{\lambda_{k}}(x)<0$ or $\inf _{x \in \tilde{\Sigma}_{\lambda_{k}}} \bar{\Psi}_{\lambda_{k}}(x)<0$. Let us suppose that

$$
\begin{equation*}
\inf _{x \in \tilde{\Sigma}_{\lambda_{k}}} \bar{\Phi}_{\lambda_{k}}(x)<0 \tag{4.12}
\end{equation*}
$$

Clearly, $\lim _{|x| \rightarrow \infty} \bar{\Phi}_{\lambda_{k}}(x)=0$; then the infimum (4.12) must be located in some point $x^{k} \in \bar{\Sigma}_{\lambda_{k}}-B_{\frac{\left|\lambda_{0}\right|}{2}}\left(0, \ldots, 0,2 \lambda_{0}\right)$ if $\left|\lambda_{k}-\lambda_{0}\right|$ is small enough.

From the equation for $\overline{\frac{2}{\Phi}}_{\lambda_{k}}$ one finds that $x^{k}$ cannot be an interior point. Since $\bar{\Phi}_{\lambda_{k}} \equiv 0$ on $T_{\lambda_{k}}$ it follows that $x^{k}$ is located on the lateral wall

$$
\left\{x: x_{1}=0, x_{N}<\lambda_{k},\left|x-\left(0, \ldots, 0,2 \lambda_{0}\right)\right| \geq \frac{\left|\lambda_{0}\right|}{2}\right\} .
$$

Then the tangential derivative $\frac{\partial \bar{\Phi}_{\lambda_{k}}}{\partial x_{N}}\left(x^{k}\right)=0$. Now, as $\bar{\Phi}_{\lambda_{k}}, \bar{\Psi}_{\lambda_{k}}$ satisfy (4.6) and (4.7), the infimum of $\bar{\Psi}_{\lambda_{k}}$ must also be less than 0 , and by analogous considerations must be located in the lateral wall too.

By the boundary conditions (4.6), (4.7) and by (4.9) we have that $\bar{\Phi}_{\lambda_{k}}$ cannot take a negative minimum at a point on the boundary $\left\{x_{1}=0\right\} \cap\{|x|>$ $1\}$; then we must have $\left|x^{k}\right| \leq 1$. Therefore we can assume (via a subsequence) that $\lim _{k \rightarrow \infty} x^{k}=x_{0}$. Then we have

$$
\begin{equation*}
\bar{\Phi}_{\lambda_{0}}\left(x_{0}\right)=0, \quad \frac{\partial \bar{\Phi}_{\lambda_{0}}}{\partial x_{N}}=0, \quad x_{0} \in T_{\lambda_{0}} \cap\left\{x_{1}=0\right\}, \tag{4.13}
\end{equation*}
$$

and, as a consequence of (4.13), we get

$$
\begin{equation*}
\frac{\partial \Phi_{\lambda_{0}}}{\partial x_{N}}\left(x_{0}\right)=0 . \tag{4.14}
\end{equation*}
$$

Let $g$ be the solution of the following elliptic problem:

$$
\left\{\begin{aligned}
\Delta g=0 & \text { in }\left\{3 / 2 \lambda_{0}<x_{N}<\lambda_{0}, x_{1}^{2}+\cdots+x_{N-1}^{2}<1\right\}, \\
g(x)=0 & \text { on }\left\{x_{N}=\lambda_{0}\right\} \cap\left\{x_{1}^{2}+\cdots+x_{N-1}^{2} \leq 1\right\}, \\
g(x)=0 & \text { on }\left\{x_{1}^{2}+\cdots+x_{N-1}^{2}=1\right\} \cap\left\{3 / 2 \lambda_{0} \leq x_{N} \leq \lambda_{0}\right\}, \\
g(x)=\eta & \text { on }\left\{x_{N}=3 / 2 \lambda_{0}\right\} \cap\left\{x_{1}^{2}+\cdots+x_{N-1}^{2} \leq 1\right\},
\end{aligned}\right.
$$

where $\eta=\inf \left\{\Phi_{\lambda_{0}}(x): x_{N}=3 / 2 \lambda_{0}, x_{1}^{2}+\cdots+x_{N-1}^{2} \leq 1\right\}>0$. By construction, we have $\Phi_{\lambda_{0}} \geq g$. Now, as $g$ is symmetric with respect to $\left\{x_{1}=0\right\}$, we have

$$
\frac{\partial g}{\partial n}(x)=-\frac{\partial g}{\partial x_{1}}(x)=0 \quad \text { on }\left\{x_{1}=0\right\}
$$

and as $\Phi_{\lambda_{0}}\left(x_{0}\right)=g\left(x_{0}\right)=0$,

$$
\frac{\partial \Phi_{\lambda_{0}}}{\partial x_{N}}\left(x_{0}\right) \leq \frac{\partial g}{\partial x_{N}}\left(x_{0}\right) .
$$

But, by Hopf's Lemma, $\frac{\partial g}{\partial x_{N}}\left(x_{0}\right)$ must be negative, which is a contradiction of (4.14) and proves our claim.
End of the proof of Theorem 3.5. From the last lemma we have that

$$
\varphi\left(x_{1}, \ldots,-x_{N}\right) \geq \varphi\left(x_{1}, \ldots, x_{N}\right), \quad x_{N}<0
$$

As the same is valid for $x_{N}>0$ we obtain that $\varphi$ is symmetric with respect to the $x_{N}$ axis.

The same argument shows that $\varphi$ is symmetric with respect to every direction perpendicular to $x_{1}$, and hence $\varphi(x)=q\left(x_{1},\left|\left(x_{2}, \ldots, x_{N}\right)\right|\right)$. We conclude that $u$ and $v$ depend also on $x_{1}$ and $\left|\left(x_{2}, \ldots, x_{N}\right)\right|$. As the origin is arbitrary we obtain that $u$ and $v$ are functions of $x_{1}$ only and we can easily see that this is not possible unless $u \equiv v \equiv 0$.
Proof of Theorem 3.6. As before, if $u \equiv 0$, then $v \equiv 0$; hence we can suppose that $u$ and $v$ are not identically zero. By the maximum principle, we have

$$
c=\inf _{|x|=2 R ; x_{1} \geq 0} v(x)>0
$$

and by hypothesis $\|u\|_{L^{\infty}} \leq L$.

We now construct the auxiliary function $\psi(x)=c \frac{(2 R)^{\varepsilon}}{|x|^{\varepsilon}}$. A direct calculation shows that

$$
\begin{aligned}
& -\Delta \psi<0 \quad \text { for } x \neq 0 \text { since } N=2 \text { and } \varepsilon>0 \\
& \frac{\partial \psi}{\partial n}=0 \leq \frac{\partial v}{\partial n} \quad \text { on }\left\{x_{1}=0\right\} \\
& \psi(x)=c \leq v(x) \quad \text { on }\left\{x:|x|=2 R \text { and } x_{1} \geq 0\right\} \\
& \lim _{M \rightarrow \infty} \inf _{|x|>M}(v(x)-\psi(x)) \geq 0
\end{aligned}
$$

It follows from the maximum principle that $v(x) \geq \psi(x)$, for $|x| \geq 2 R, x_{1} \geq$ 0 . Now, letting $\varepsilon \rightarrow 0^{+}$, we obtain $v(x) \geq c$, for $|x| \geq 2 R, x_{1} \geq 0$. Next, let $K>2 R$ be a large positive number, and take a smooth cut-off function $\zeta(x)$ such that

$$
\begin{array}{ll}
\zeta(x) \equiv 0 & \text { on }\{|x| \leq K\} \cup\{|x| \geq 4 K\} \\
\zeta(x) \equiv 1 & \text { on }\{2 K \leq|x| \leq 3 K\} \\
0 \leq \zeta(x) \leq 1, & |\nabla \zeta(x)| \leq \frac{C}{K}
\end{array}
$$

Multiplying the equation $\Delta u=0$ by $u^{-1} \zeta^{2}$ and integrating by parts, we obtain

$$
\begin{aligned}
\int_{\left\{x_{1}=0\right\}} \frac{\zeta^{2}}{u} v^{p} d S & +\iint_{\left\{x_{1}>0\right\}} \zeta^{2} \frac{|\nabla u|^{2}}{u^{2}} d x=\iint_{\left\{x_{1}>0\right\}} 2 \zeta \nabla \zeta \frac{\nabla u}{u} d x \\
& \leq \iint_{\left\{x_{1}>0\right\}}|\nabla \zeta|^{2} d x+\iint_{\left\{x_{1}>0\right\}} \zeta^{2} \frac{|\nabla u|^{2}}{u^{2}} d x
\end{aligned}
$$

It follows that

$$
\int_{\left\{x_{1}=0\right\}} \frac{\zeta^{2}}{u} v^{p} d S \leq \iint_{\left\{x_{1}>0\right\}}|\nabla \zeta|^{2} d x
$$

which implies that

$$
\frac{c^{p}}{L} K \leq \int_{2 K}^{3 K} \frac{v^{p}}{u}\left(0, x_{2}\right) d x_{2} \leq \frac{C^{2}}{K^{2}}\left|B_{4 K}(0)\right| \leq 16 \pi^{2} C^{2}
$$

This is a contradiction if $K$ is large enough

## REFERENCES

[1] H. Berestycki and L. Niremberg, On the method of moving planes and the sliding method, Bol. Soc. Bras. Mat., 22 (1991), 1-37.
[2] L. Boccardo and D.G. de Figueiredo, Some remarks on a system of quasilinear elliptic equations, to appear.
[3] M. Chipot, I. Shafrir and M. Fila, On the solutions to some elliptic equations with nonlinear Neumann boundary conditions, Adv. Diff. Eq., 1 (1) (1996), 91-110.
[4] Ph. Clément, D.G. de Figueiredo and E. Mitidieri, Positive solutions of semilinear elliptic systems, Comm. Part. Diff. Eq., 17 (1992), 923-940.
[5] C. Cosner, Positive solutions for superlinear elliptic systems without variational structure, Nonlin. Anal. TMA, 8 (1984), 1427-1436.
[6] D.G. de Figueiredo, Positive solutions of semilinear elliptic equations, Springer Lecture Notes in Mathematics 957 (1982), 34-87.
[7] D.G. de Figueiredo, Semilinear elliptic systems: a survey of superlinear problems, Resenhas IME-USP, 2 (1996), 373-391.
[8] D.G. de Figueiredo and P.L. Felmer, On superquadratic elliptic systems, Trans. Amer. Math. Soc., 343 (1994), 99-116.
[9] D.G. de Figueiredo and C.A. Magalhães, On nonquadratic Hamiltonian elliptic systems, Adv. Diff. Eq., 1(5) (1996), 881-898.
[10] D.G. de Figueiredo, P.L. Lions and R.D. Nussbaum, A priori estimates and existence of positive solutions of semilinear elliptic equations, J. Math. Pures et Appl., 61 (1982), 41-63.
[11] J. Ercolano and M. Schechter, Spectral theory for operators generated by elliptic boundary problems with eingenvalue parameter in boundary conditions I, Comm. Pure and Appl. Math., 18 (1965), 83-105.
[12] J. Ercolano and M. Schechter, Spectral theory for operators generated by elliptic boundary problems with eingenvalue parameter in boundary conditions II, Comm. Pure and Appl. Math., 18 (1965), 397-414.
[13] P. Felmer, R.F. Manásevich and F. de Thélin, Existence and uniqueness of positive solutions for certain quasilinear elliptic systems, Comm. Par. Diff. Eq., 17 (1992), 2013-2029.
[14] J. Fernández Bonder and J.D. Rossi, Asymptotic behaviour for a parabolic system with nonlinear boundary conditions, preprint.
[15] M. Giaquinta and E. Giusti, Global $C^{1, \alpha}$ - regularity for second order quasilinear elliptic equations in divergence form, Jour. Reine u. Angew. Mathem., 351 (1984), 55-65.
[16] B. Gidas, W.M. Ni and L. Nirenberg, Symmetry and related properties via maximum principle, Comm. Math. Phys., 68 (1979), 209-243.
[17] B. Gidas and J. Spruck, A priori bounds for positive solutions of nonlinear elliptic equations, Comm. Part. Diff. Eq., 6 (1981), 883-901.
[18] D. Gilbarg and N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, Springer-Verlag, NY (1983).
[19] B. Hu and H.M. Yin, The profile near blow-up time for the solution of the heat equation with a nonlinear boundary condition, Trans. Amer. Math. Soc., 346 (1) (1995), 117-135.
[20] B. Hu, Nonexistence of a positive solution of the Laplace equation with a nonlinear boundary condition, Diff. and Int. Eq., 7 (2), 1994, 301-313.
[21] C. Li, Monotonicity and symmetry of solutions of fully nonlinear elliptic equations on bounded domains, Comm. Partial Differential Equations, 16 (1991), 491-526.
[22] G.M. Lieberman, Hölder continuity of the gradient of solutions of uniformly parabolic equations with conormal boundary conditions, Ann. di Math. Pura ed Appl., 148 (1987), 77-99.
[23] P.L. Lions, On the existence of positive solutions of semilinear elliptic equations, SIAM Review, 24 (4) (1982), 441-467.
[24] L.A. Peletier and R.C.A.M. van der Vorst, Existence and non-existence of positive solutions of non-linear elliptic systems and the biharmonic equation, Diff. and Int. Eq., 5 (4), (1992), 747-767.


[^0]:    *Partially supported by Universidad de Buenos Aires under grant TX047 and by ANPCyT PICT No. 03-00000-00137. J.D. Rossi is also partially supported by CONICET.

    Accepted for publication September 1999.
    AMS Subject Classifications: 35J65, 35J55, 35J25.

