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Preface

This book evolved from the lecture notes of Swisk, the Sedano Winter School on
K-theory held in Sedano, Spain, during the week January 22–27 of 2007. It intends to
be an introduction to K-theory, both algebraic and topological, with emphasis on their
interconnections. While a wide range of topics is covered, an effort has been made to
keep the exposition as elementary and self-contained as possible.

Since its beginning in the celebrated work of Grothendieck on the Riemmann-
Roch theorem, applications of K-theory have been found in a variety of subjects,
including algebraic geometry, number theory, algebraic and geometric topology,
representation theory and geometric and functional analysis. Because of this, mathe-
maticians from each of these areas have become interested in the subject, and they
all look at it from their own perspective. On the one hand, this is the richness and
appeal of K-theory. On the other hand, it makes it hard to see a global perspective. For
example it is not often that an algebraic K-theorist, coming, say, from the algebraic
geometry side of the subject, and a topological K-theorist, coming from the functional
analysis side, meet together in the same K-theory conference. Thus it is not uncom-
mon to find that algebraic and topological K-theory are regarded as distinct subjects
altogether. These notes modestly attempt to illustrate current developments in both
branches of the subject, and to emphasize their contacts.

The book is divided into five articles, each of them devoted to different topics.

The first two articles are concerned with Kasparov’s bivariant K-theory of C∗-
algebras and its role in the Baum–Connes conjecture. If G is a locally compact
group and A and B are two separable C∗-algebras equipped with a G-action, the
Kasparov bivariant K-theory group KKG(A,B) is defined as the homotopy classes of
G-equivariant Hilbert (A,B) bimodules equipped with a suitable Fredholm operator.
Kasparov defines an associative product

KG(A,B)⊗KG(B,C)→ KG(A,C)
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There is an additive category KKG whose objects are the separable G–C∗-algebras, so
that KKG(A,B) = homKKG(A,B) and composition is given by the Kasparov product.
This category is related to usual category G–C∗–Alg of G–C∗-algebras and equivariant
∗-homomorphism by means of a functor ι : G–C∗–Alg→ KKG. The functor ι has the
following properties:

• (Stability) If A ∈ G–C∗–Alg, and H1,H2 are nonzero G-Hilbert spaces, then
ι(A⊗K(H1)→ A⊗K(H1⊕H2)) is an isomorphism.

• (Split Exactness) If A
j→ B

p→C is a short exact sequence of G–C∗-algebras, split
by a G-equivariant homomorphism s : C→ B, then (ι( j), ι(s)) : ι(A)⊕ ι(C)→
ι(B) is an isomorphism.

Moreover ι is universal (initial) among stable, split exact functors to additive
categories. Kasparov theory has many other important properties. To mention one,
consider the case when G = {1} is the trivial group, and we takeC as the first variable;
then

K0(B) = KK(C,B)

is the usual Grothendieck group. Because topological K1 of a C∗-algebra B is just K0
of the suspension of B, we also have

Ktop
1 (B) = KK(C,SB)

Thus the whole topological K-theory is recovered from KK, since Ktop is 2-periodic.

Another application of equivariant KK is in the definition of equivariant K-
homology, which plays a fundamental role in the Baum–Connes conjecture. A Haus-
dorff, locally compact, second countable space X equipped with an action of G by
homeomorphisms is called proper if the map

G×X → X×X , (g,x) 7→ (gx,x)

is proper, that is, if the inverse image of any compact subspace is compact. A G-
subspace ∆ ⊂ X G is called G-compact if it is proper and the quotient G\∆ is compact.
The equivariant K-homology of a proper G-space X is

KG
∗ (X) = colim

∆⊂X
KKG
∗ (C0(∆),C)

Here the colimit is taken over all G-compact subspaces ∆ ⊂ X ; C0 is the C∗-algebra
of continous functions vanishing at infinity, and KKG

∗ (A,C) = KKG(S∗A,C).

The Baum–Connes conjecture proposes a description of the topological K-theory
of the reduced C∗-algebra Cr(G) of a locally compact, Hausdorff, second countable
group G in terms of G-equivariant K-homology of the universal (final) proper G-space.
There is a map

KG
∗ (EG)→ Ktop

∗ (Cr(G))
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called the assembly map, and the conjecture says it is an isomorphism. The proper
G-space EG is characterized up to homotopy by the property that any proper G-space
X maps to EG and that any two such maps are homotopic. The reduced C∗-algebra
is defined as follows. If G is a locally compact, second countable group, and µ is
a left invariant Haar measure on G, then one can form the separable Hilbert space
H = L2(G,µ) of square-integrable functions on G. The algebra Cc(G) of compactly
supported continuous functions G→ C with convolution product is faithfully repre-
sented inside the algebra B(H) of bounded operators on H, and Cr(G) is the norm
completion of Cc(G).

The conjecture is known to be true for wide classes of groups; no counterexamples
are known. There is also a more general version of the conjecture relating the equiv-
arient K-homology of EG with coefficients in a separable G–C∗-algebra A with the
topological K-theory of the reduced C∗-algebra of G with coefficients in A, Cr(G,A).
The latter conjecture is also known for large classes of groups, and is expected to be
true in many cases.

The Baum–Connes conjecture is related to a great number of conjectures in func-
tional analysis, algebra, geometry and topology. Most of these conjectures follow from
either the injectivity or the surjectivity of the assembly map. A significant example is
the Novikov conjecture on the homotopy invariance of higher signatures of closed,
connected, oriented, smooth manifolds. This conjecture follows from the injectivity
of the rationalized assembly map.

The first article of this volume, K-theory for group algebras, written by P. Baum
and R. Sánchez-Garcı́a, introduces the subject step by step, beginning with the defini-
tion of a C∗-algebra, passing through K-theory of C∗-algebras and its connection with
Atiyah–Hirzebruch theory, to the general formulation of the Baum–Connes conjecture
with coefficients, and of Kasparov’s equivariant KK-theory. The latter is introduced
in terms of homotopy classes of Hilbert bimodules.

Universal Coefficient Theorems and assembly maps in KK-theory, by R. Meyer,
looks at KK-theory and the Baum–Connes conjecture from the point of view of
triangulated categories. Equivariant Kasparov theory is introduced using its universal
property, and it is explained how this category can be triangulated. The Baum–Connes
assembly map is constructed by localising the Kasparov category at a suitable subcat-
egory. Then a general machinery to construct derived functors and spectral sequences
in triangulated categories is explained. This produces various generalizations of the
Rosenberg–Schochet Universal Coefficient Theorem.

The next article, Algebraic versus topological K-theory: a friendly match, by G.
Cortiñas, attempts to be a bridge between the algebraic and topological branches. It
presents various variants of algebraic K-theory of rings, including Quillen’s, Karoubi–
Villamayor’s, and Weibel’s homotopy algebraic K-theory, denoted respectively K, KV
and KH. These variants of algebraic K-theory differ in their behavior with respect to
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homotopy and excision. Both KV and KH are invariant under polynomial homotopy;
if A is any ring, we have KV∗(A[t]) = KV∗(A) and similarly for KH. On the other hand
the identity K∗(A) = K∗(A[t]) holds in particular cases (e.g. when A is noetherian
regular) but not in general. As to excision, if

0→ A→ B→C→ 0

is an exact sequence of (nonunital) rings, then there is a long exact sequence (n ∈ Z)

KHn+1(C) // KHn(A) // KHn(B) // KHn(C)

A similar sequence holds for KV under the additional assumption that the sequence
be split by a ring homomorphism C→ B. The sequence

Kn+1(C)→ Kn(A)→ Kn(B)→ Kn(C)

is exact for n≤ 0, but not for n≥ 1, in general. Topological K-theory of topological
algebras also has several variants, essentially depending on the type of algebras
considered. The topological K-theory of Banach algebras is invariant under continuous
homotopies; that for locally convex algebras is invariant under C∞-homotopies. Both
satisfy excision and (when suitably stabilized) Bott periodicity: Ktop

n = Ktop
n+2.

If A is a topological algebra, there is a comparison map

K∗(A)→ Ktop
∗ (A)

which is not an isomorphism in general.
Cortiñas’ article emphasizes the connections –both formal and concrete– between

the algebraic and topological counterparts. For example, Bott periodicity for topologi-
cal K-theory and the fundamental theorem in algebraic K-theory (which computes
the K-groups of the Laurent polynomials) are introduced in a way that makes it
clear that each of them is the counterpart of the other. As a concrete connection
between algebraic and topological K-theory, the question of whether the comparison
map K∗(A)→ Ktop

∗ (A) between the algebraic and topological K-theory of a given
topological algebra A is an isomorphism is discussed; Karoubi’s conjecture (Suslin–
Wodzicki’s theorem) establishes that the answer is affirmative for stable C∗-algebras.
Proofs of this theorem and of some of its variants are given.

The last two articles approach algebraic K-theory from a categorical point of view.

Higher algebraic K-theory (after Quillen, Thomason and others), by M. Schlicht-
ing, introduces higher algebraic K-theory of schemes; emphasis is on the modern
point of view where structure theorems on derived categories of sheaves are used to
compute higher algebraic K-groups. There are many results in the literature about
the structure of triangulated categories, and virtually all of them translate into results
about higher algebraic K-groups. The link is provided by an abstract localization
theorem due to Thomason and Waldhausen, which –omitting hypothesis– says that
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a short exact sequence of triangulated categories gives rise to a long exact sequence
of algebraic K-groups. This theorem, and its applications, are the heart of the article.
Among the main applications presented in the article is Thomason’s Mayer–Vietoris
theorem, which says that if X is a quasi-compact, quasi-separated scheme and U and
V are open quasi-compact subschemes, then there is a long exact sequence

Kn+1(U ∩V )→ Kn(X)→ Kn(U)⊕Kn(V )→ Kn(U ∩V )→ Kn−1X

Although the particular case of this result for regular noetherian separated schemes
follows from Quillen’s early work in the 1970s, the full generality was obtained only
twenty years later, by Thomason. The use of derived categories is essential in its proof.
Another application is Thomason’s blow-up formula. If Y ⊂ X is a regular embedding
of pure codimension d with X quasi-compact and separated, and X ′ is the blow-up of
X along Y , then

K∗(X ′) = K∗(X)⊕
d−1⊕
i=1

K∗(Y )

The methods explained in Schlichting’s paper can also be applied to any of the
other (co-) homology theories which satisfy an analog of Thomason–Waldhausen’s
localization theorem; these include Hochschild homology, (negative, periodic, ordi-
nary) cyclic homology, topological Hochschild (and cyclic) homology, triangular Witt
groups and higher Grothendieck–Witt groups (the last two when 2 is invertible).

Lectures on dg-categories, by B. Toën, provides an introduction to this theory,
which is deeply intertwined with K-theory. The connection comes from the fact that
the categories of complexes of sheaves on a scheme are dg-categories. The approach
to the subject emphasizes the localization problem, in the sense of category theory.
In the same way that the notion of complexes is introduced for the need of derived
functors, dg-categories are introduced here for the need of a “derived version” of the
localization construction. The existence and properties of this localization are then
studied. The notion of triangulated dg-categories, which is a refined version of the
usual notion of triangulated categories, is presented, and it is shown that many invari-
ants (such as K-theory, Hochschild homology, . . . ) are invariants of dg-categories,
though it is known that they are not invariants of triangulated categories. Finally the
notion of saturated dg-categories is given and it is explained how they can be used in
order to define a secondary K-theory.

June, 2010.

Paul F. Baum (University Park).
Guillermo Cortiñas (Buenos Aires).
Rubén J. Sánchez-Garcı́a (Düsseldorf).
Marco Schlichting (Coventry).
Betrand Toën (Montpellier).
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1 Introduction

These notes are based on a lecture course given by the first author in the Sedano
Winter School on K-theory held in Sedano, Spain, on January 22-27th of 2007. They
aim at introducing K-theory of C∗-algebras, equivariant K-homology and KK-theory
in the context of the Baum-Connes conjecture.

We start by giving the main definitions, examples and properties of C∗-algebras
in Section 2. A central construction is the reduced C∗-algebra of a locally compact,
Hausdorff, second countable group G. In Section 3 we define K-theory for C∗-algebras,
state the Bott periodicity theorem and establish the connection with Atiyah-Hirzebruch
topological K-theory.

Our main motivation will be to study the K-theory of the reduced C∗-algebra of a
group G as above. The Baum-Connes conjecture asserts that these K-theory groups
are isomorphic to the equivariant K-homology groups of a certain G-space, by means
of the index map. The G-space is the universal example for proper actions of G,
written EG. Hence we procceed by discussing proper actions in Section 4 and the
universal space EG in Section 5.

Equivariant K-homology is explained in Section 6. This is an equivariant version
of the dual of Atiyah-Hirzebruch K-theory. Explicitly, we define the groups KG

j (X)
for j = 0,1 and X a proper G-space with compact, second countable quotient G\X .
These are quotients of certain equivariant K-cycles by homotopy, although the precise
definition of homotopy is postponed. We then address the problem of extending the
definition to EG, whose quotient by the G-action may not be compact.
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In Section 7 we concentrate on the case when G is a discrete group, and in Section
8 on the case G compact. In Section 9 we introduce KK-theory for the first time.
This theory, due to Kasparov, is a generalization of both K-theory of C∗-algebras and
K-homology. Here we define KK j

G(A,C) for a separable C∗-algebra A and j = 0,1,
although we again postpone the exact definition of homotopy. The already defined
KG

j (X) coincides with this group when A = C0(X).
At this point we introduce a generalization of the conjecture called the Baum-

Connes conjecture with coefficients, which consists in adding coefficients in a G-
C∗-algebra (Section 10). To fully describe the generalized conjecture we need to
introduce Hilbert modules and the reduced crossed-product (Section 11), and to define
KK-theory for pairs of C∗-algebras. This is done in the non-equivariant situation in
Section 12 and in the equivariant setting in Section 13. In addition we give at this
point the missing definition of homotopy. Finally, using equivariant KK-theory, we
can insert coefficients in equivariant K-homology, and then extend it again to EG.

The only ingredient of the conjecture not yet accounted for is the index map. It is
defined in Section 14 via the Kasparov product and descent maps in KK-theory. We
finish with a brief exposition of the history of K-theory and a discussion of Karoubi’s
conjecture, which symbolizes the unity of K-theory, in Section 15.

We thank the editor G. Cortiñas for his colossal patience while we were preparing
this manuscript, and the referee for her or his detailed scrutiny.

2 C∗-algebras

We start with some definitions and basic properties of C∗-algebras. Good references
for C∗-algebra theory are [1], [15], [39] or [41].

2.1 Definitions

Definition 1. A Banach algebra is an (associative, not necessarily unital) algebra A
over C with a given norm ‖ ‖

‖ ‖ : A−→ [0,∞)

such that A is a complete normed algebra, that is, for all a,b ∈ A, λ ∈ C,

(a) ‖λa‖= |λ |‖a‖,
(b) ‖a+b‖ ≤ ‖a‖+‖b‖,
(c) ‖a‖= 0⇔ a = 0,
(d) ‖ab‖ ≤ ‖a‖‖b‖,
(e) every Cauchy sequence is convergent in A (with respect to the metric d(a,b) =
‖a−b‖).

A C∗-algebra is a Banach algebra with an involution satisfying the C∗-algebra
identity.
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Definition 2. A C∗-algebra A = (A,‖ ‖,∗) is a Banach algebra (A,‖ ‖) with a map
∗ : A→ A,a 7→ a∗ such that for all a,b ∈ A, λ ∈ C

(a) (a+b)∗ = a∗+b∗,
(b) (λa)∗ = λa∗,
(c) (ab)∗ = b∗a∗,
(d) (a∗)∗ = a,
(e) ‖aa∗‖= ‖a‖2 (C∗-algebra identity).

Note that in particular ‖a‖= ‖a∗‖ for all a ∈ A: for a = 0 this is clear; if a 6= 0 then
‖a‖ 6= 0 and ‖a‖2 = ‖aa∗‖ ≤ ‖a‖‖a∗‖ implies ‖a‖ ≤ ‖a∗‖, and similarly ‖a∗‖ ≤ ‖a‖.

A C∗-algebra is unital if it has a multiplicative unit 1 ∈ A. A sub-C∗-algebra is a
non-empty subset of A which is a C∗-algebra with the operations and norm given on
A.

Definition 3. A ∗-homomorphism is an algebra homomorphism ϕ : A→ B such that
ϕ(a∗) = (ϕ(a))∗, for all a ∈ A.

Proposition 1. If ϕ : A→ B is a ∗-homomorphism then ‖ϕ(a)‖ ≤ ‖a‖ for all a ∈ A.
In particular, ϕ is a (uniformly) continuous map.

For a proof see, for instance, [41, Thm. 1.5.7].

2.2 Examples

We give three examples of C∗-algebras.

Example 1. Let X be a Hausdorff, locally compact topological space. Let X+ =
X ∪{p∞} be its one-point compactification. (Recall that X+ is Hausdorff if and only
if X is Hausdorff and locally compact.)

Define the C∗-algebra

C0(X) =
{

α : X+→ C |α continuous, α(p∞) = 0
}

,

with operations: for all α,β ∈C0(X), p ∈ X+,λ ∈ C

(α +β )(p) = α(p)+β (p),
(λα)(p) = λα(p),
(αβ )(p) = α(p)β (p),

α
∗(p) = α(p),
‖α‖ = sup

p∈X
|α(p)| .

Note that if X is compact Hausdorff, then

C0(X) = C(X) = {α : X → C |α continuous} .
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Example 2. Let H be a Hilbert space. A Hilbert space is separable if it admits a
countable (or finite) orthonormal basis. (We shall deal with separable Hilbert spaces
unless explicit mention is made to the contrary.)

Let L (H) be the set of bounded linear operators on H, that is, linear maps
T : H→ H such that

‖T‖= sup
‖u‖=1

‖Tu‖< ∞ ,

where ‖u‖= 〈u,u〉1/2. It is a complex algebra with

(T +S)u = Tu+Su,

(λT )u = λ (Tu),
(T S)u = T (Su),

for all T,S ∈L (H), u ∈H, λ ∈C. The norm is the operator norm ‖T‖ defined above,
and T ∗ is the adjoint operator of T , that is, the unique bounded operator such that

〈Tu,v〉= 〈u,T ∗v〉

for all u,v ∈ H.

Example 3. Let L (H) be as above. A bounded operator is compact if it is a norm
limit of operators with finite-dimensional image, that is,

K (H) = {T ∈L (H) |T compact operator}= {T ∈L (H) | dimCT (H) < ∞} ,

where the overline denotes closure with respect to the operator norm. K (H) is a
sub-C∗-algebra of L (H). Moreover, it is an ideal of L (H) and, in fact, the only
norm-closed ideal except 0 and L (H).

2.3 The reduced C∗-algebra of a group

Let G be a topological group which is locally compact, Hausdorff and second count-
able (i.e. as a topological space it has a countable basis). There is a C∗-algebra
associated to G, called the reduced C∗-algebra of G, defined as follows.

Remark 1. We need G to be locally compact and Hausdorff to guarantee the existence
of a Haar measure. The countability assumption makes the Hilbert space L2(G)
separable and also avoids some technical difficulties when later defining Kasparov’s
KK-theory.

Fix a left-invariant Haar measure dg on G. By left-invariant we mean that if
f : G→ C is continuous with compact support then∫

G
f (γg)dg =

∫
G

f (g)dg for all γ ∈ G .

Define the Hilbert space L2G as
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L2G =
{

u : G→ C
∣∣ ∫

G
|u(g)|2dg < ∞

}
,

with scalar product

〈u,v〉=
∫

G
u(g)v(g)dg

for all u,v ∈ L2G.
Let L (L2G) be the C∗-algebra of all bounded linear operators T : L2G→ L2G.

On the other hand, define

CcG = { f : G→ C | f continuous with compact support} .

It is an algebra with

( f +h)(g) = f (g)+h(g),
(λ f )(g) = λ f (g),

for all f ,h ∈CcG, λ ∈ C, g ∈ G, and multiplication given by convolution

( f ∗h)(g0) =
∫

G
f (g)h(g−1g0)dg for all g0 ∈ G.

Remark 2. When G is discrete,
∫

G f (g)dg = ∑G f (g) is a Haar measure, CcG is the
complex group algebra C[G] and f ∗h is the usual product in C[G].

There is an injection of algebras

0 −→ CcG −→ L (L2G)
f 7→ Tf

where

Tf (u) = f ∗u u ∈ L2G ,

( f ∗u)(g0) =
∫

G
f (g)u(g−1g0)dg g0 ∈ G .

Note that CcG is not necessarily a sub-C∗-algebra of L (L2G) since it may not be
complete. We define C∗r (G), the reduced C∗-algebra of G, as the norm closure of CcG
in L (L2G):

C∗r (G) = CcG⊂L (L2G).

Remark 3. There are other possible completions of CcG. This particular one, i.e.
C∗r (G), uses only the left regular representation of G (cf. [41, Chapter 7]).

2.4 Two classical theorems

We recall two classical theorems about C∗-algebras. The first one says that any C∗-
algebra is (non-canonically) isomorphic to a C∗-algebra of operators, in the sense of
the following definition.
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Definition 4. A subalgebra A of L (H) is a C∗-algebra of operators if

(a) A is closed with respect to the operator norm;
(b) if T ∈ A then the adjoint operator T ∗ ∈ A.

That is, A is a sub-C∗-algebra of L (H), for some Hilbert space H.

Theorem 1 (I. Gelfand and V. Naimark). Any C∗-algebra is isomorphic, as a C∗-
algebra, to a C∗-algebra of operators.

The second result states that any commutative C∗-algebra is (canonically) isomor-
phic to C0(X), for some topological space X .

Theorem 2 (I. Gelfand). Let A be a commutative C∗-algebra. Then A is (canonically)
isomorphic to C0(X) for X the space of maximal ideals of A.

Remark 4. The topology on X is the Jacobson topology or hull-kernel topology [39,
p. 159].

Thus a non-commutative C∗-algebra can be viewed as a ‘non-commutative, locally
compact, Hausdorff topological space’.

2.5 The categorical viewpoint

Example 1 gives a functor between the category of locally compact, Hausdorff,
topological spaces and the category of C∗-algebras, given by X 7→C0(X). Theorem 2
tells us that its restriction to commutative C∗-algebras is an equivalence of categories,(

commutative
C∗-algebras

)
'
(

locally compact, Hausdorff,
topological spaces

)op

C0(X)←− X

On one side we have C∗-algebras and ∗-homorphisms, and on the other locally
compact, Hausdorff topological spaces with morphisms from Y to X being continuous
maps f : X+ → Y + such that f (p∞) = q∞. (The symbol op means the opposite or
dual category, in other words, the functor is contravariant.)

Remark 5. This is not the same as continuous proper maps f : X →Y since we do not
require that the map f : X+→ Y + maps X to Y .

3 K-theory of C∗-algebras

In this section we define the K-theory groups of an arbitrary C∗-algebra. We first give
the definition for a C∗-algebra with unit and then extend it to the non-unital case. We
also discuss Bott periodicity and the connection with topological K-theory of spaces.
More details on K-theory of C∗-algebras is given in Section 3 of Cortiñas’ notes [12],
including a proof of Bott periodicity. Other references are [39], [42] and [49].



K-theory for group C∗-algebras 7

Our main motivation is to study the K-theory of C∗r (G), the reduced C∗-algebra
of G. From Bott periodicity, it suffices to compute K j (C∗r (G)) for j = 0,1. In 1980,
Paul Baum and Alain Connes conjectured that these K-theory groups are isomorphic
to the equivariant K-homology (Section 6) of a certain G-space. This G-space is the
universal example for proper actions of G (Sections 4 and 5), written EG. Moreover,
the conjecture states that the isomorphism is given by a particular map called the
index map (Section 14).

Conjecture 1 (P. Baum and A. Connes, 1980). Let G be a locally compact, Hausdorff,
second countable, topological group. Then the index map

µ : KG
j (EG)−→ K j (C∗r (G)) j = 0,1

is an isomorphism.

3.1 Definition for unital C∗-algebras

Let A be a C∗-algebra with unit 1A. Consider GL(n,A), the group of invertible n by n
matrices with coefficients in A. It is a topological group, with topology inherited from
A. We have a standard inclusion

GL(n,A) ↪→ GL(n+1,A)a11 . . . a1n
... · · ·

...
an1 . . . ann

 7→


a11 . . . a1n 0
... · · ·

...
...

an1 . . . ann 0
0 . . . 0 1A

 .

Define GL(A) as the direct limit with respect to these inclusions

GL(A) =
∞⋃

n=1

GL(n,A) .

It is a topological group with the direct limit topology: a subset θ is open if and only
if θ ∩GL(n,A) is open for every n≥ 1. In particular, GL(A) is a topological space,
and hence we can consider its homotopy groups.

Definition 5 (K-theory of a unital C∗-algebra).

K j(A) = π j−1 (GL(A)) j = 1,2,3, . . .

Finally, we define K0(A) as the algebraic K-theory group of the ring A, that is, the
Grothendieck group of finitely generated (left) projective A-modules (cf. [12, Remark
2.1.9]),

K0(A) = Kalg
0 (A) .

Remark 6. Note that K0(A) only depends on the ring structure of A and so we can
‘forget’ the norm and the involution. The definition of K1(A) does require the norm
but not the involution, so in fact we are defining K-theory of Banach algebras with
unit. Everything we say in 3.2 below, including Bott periodicity, is true for Banach
algebras.
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3.2 Bott periodicity

The fundamental result is Bott periodicity. It says that the homotopy groups of GL(A)
are periodic modulo 2 or, more precisely, that the double loop space of GL(A) is
homotopy equivalent to itself,

Ω
2GL(A)' GL(A) .

As a consequence, the K-theory of the C∗-algebra A is periodic modulo 2

K j(A) = K j+2(A) j ≥ 0.

Hence from now on we will only consider K0(A) and K1(A).

3.3 Definition for non-unital C∗-algebras

If A is a C∗-algebra without a unit, we formally adjoin one. Define Ã = A⊕C as a
complex algebra with multiplication, involution and norm given by

(a,λ ) · (b,µ) = (ab+ µa+λb,λ µ),
(a,λ )∗ = (a∗,λ ),
‖(a,λ )‖ = sup

‖b‖=1
‖ab+λb‖ .

This makes Ã a unital C∗-algebra with unit (0,1). We have an exact sequence

0−→ A−→ Ã−→ C−→ 0.

Definition 6. Let A be a non-unital C∗-algebra. Define K0(A) and K1(A) as

K0(A) = ker
(

K0(Ã)→ K0(C)
)

K1(A) = K1(Ã).

This definition agrees with the previous one when A has a unit. It also satisfies Bott
periodicity (see Cortiñas’ notes [12, 3.2]).

Remark 7. Note that the C∗-algebra C∗r (G) is unital if and only if G is discrete, with
unit the Dirac function on 1G.

Remark 8. There is algebraic K-theory of rings (see [12]). Althought a C∗-algebra
is in particular a ring, the two K-theories are different; algebraic K-theory does not
satisfy Bott periodicity and K1 is in general a quotient of Kalg

1 . We shall compare both
definitions in Section 15.3 (see also [12, Section 7]).
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3.4 Functoriality

Let A,B be C∗-algebras (with or without units), and ϕ : A→ B a ∗-homomorphism.
Then ϕ induces a homomorphism of abelian groups

ϕ∗ : K j(A)−→ K j(B) j = 0,1.

This makes A 7→ K j(A), j = 0,1, covariant functors from C∗-algebras to abelian
groups [42, Sections 4.1 and 8.2].

Remark 9. When A and B are unital and ϕ(1A) = 1B, the map ϕ∗ is the one induced
by GL(A)→ GL(B), (ai j) 7→ (ϕ(ai j)) on homotopy groups.

3.5 More on Bott periodicity

In the original article [9], Bott computed the stable homotopy of the classical groups
and, in particular, the homotopy groups π j(GL(n,C) when n� j.

Fig. 1. Raoul Bott

Theorem 3 (R. Bott [9]). The homotopy groups of GL(n,C) are

π j (GL(n,C)) =

{
0 j even
Z j odd

for all j = 0,1,2, . . . ,2n−1.

As a corollary of the previous theorem, we obtain the K-theory of C, considered
as a C∗-algebra.
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Theorem 4 (R. Bott).

K j(C) =

{
Z j even,
0 j odd.

Sketch of proof. Since C is a field, K0(C) = Kalg
0 (C) =Z. By the polar decomposition,

GL(n,C) is homotopy equivalent to U(n). The homotopy long exact sequence of
the fibration U(n)→U(n + 1)→ S2n+1 gives π j(U(n)) = π j(U(n + 1)) for all j ≤
2n+1. Hence K j(C) = π j−1(GL(C)) = π j−1(GL(2 j−1,C)) and apply the previous
theorem.

Remark 10. Compare this result with Kalg
1 (C) = C∗ (since C is a field, see [12, Ex.

3.1.6]). Higher algebraic K-theory groups for C are only partially understood.

3.6 Topological K-theory

There is a close connection between K-theory of C∗-algebras and topological K-theory
of spaces.

Let X be a locally compact, Hausdorff, topological space. Atiyah and Hirzebruch
[3] defined abelian groups K0(X) and K1(X) called topological K-theory with com-
pact supports. For instance, if X is compact, K0(X) is the Grothendieck group of
complex vector bundles on X .

Theorem 5. Let X be a locally compact, Hausdorff, topological space. Then

K j(X) = K j (C0(X)) , j = 0,1.

Remark 11. This is known as Swan’s theorem when j = 0 and X compact.

In turn, topological K-theory can be computed up to torsion via a Chern character.
Let X be as above. There is a Chern character from topological K-theory to rational
cohomology with compact supports

ch : K j(X)−→
⊕
l≥0

H j+2l
c (X ;Q) , j = 0,1.

Here the target cohomology theory H∗c (−;Q) can be Čech cohomology with com-
pact supports, Alexander-Spanier cohomology with compact supports or representable
Eilenberg-MacLane cohomology with compact supports.

This map becomes an isomorphism when tensored with the rationals.

Theorem 6. Let X be a locally compact, Hausdorff, topological space. The Chern
character is a rational isomorphism, that is,

K j(X)⊗ZQ−→
⊕
l≥0

H j+2l
c (X ;Q) , j = 0,1

is an isomorphism.

Remark 12. This theorem is still true for singular cohomology when X is a locally
finite CW-complex.
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4 Proper G-spaces

In the following three sections, we will describe the left-hand side of the Baum-
Connes conjecture (Conjecture 1). The space EG appearing on the topological side of
the conjecture is the universal example for proper actions for G. Hence we will start
by studying proper G-spaces.

Recall the definition of G-space, G-map and G-homotopy.

Definition 7. A G-space is a topological space X with a given continuous action of G

G×X −→ X .

A G-map is a continuous map f : X → Y between G-spaces such that

f (gp) = g f (p) for all (g, p) ∈ G×X .

Two G-maps f0, f1 : X → Y are G-homotopic if they are homotopic through G-maps,
that is, there exists a homotopy { ft}0≤t≤1 with each ft a G-map.

We will require proper G-spaces to be Hausdorff and paracompact. Recall that a
space X is paracompact if every open cover of X has a locally finite open refinement
or, alternatively, a locally finite partition of unity subordinate to any given open cover.

Remark 13. Any metrizable space (i.e. there is a metric with the same underlying
topology) or any CW-complex (in its usual CW-topology) is Hausdorff and paracom-
pact.

Definition 8. A G-space X is proper if

• X is Hausdorff and paracompact;
• the quotient space G\X (with the quotient topology) is Hausdorff and paracom-

pact;
• for each p ∈ X there exists a triple (U,H,ρ) such that

(a) U is an open neighborhood of p in X with gu ∈U for all (g,u) ∈ G×U;
(b) H is a compact subgroup of G;
(c) ρ : U → G/H is a G-map.

Note that, in particular, the stabilizer stab(p) is a closed subgroup of a conjugate of H
and hence compact.

Remark 14. The converse is not true in general; the action of Z on S1 by an irrational
rotation is free but it is not a proper Z-space.

Remark 15. If X is a G-CW-complex then it is a proper G-space (even in the weaker
definition below) if and only if all the cell stabilizers are compact, see Thm. 1.23 in
[30].

Our definition is stronger than the usual definition of proper G-space, which
requires the map G×X → X×X , (g,x) 7→ (gx,x) to be proper, in the sense that the
pre-image of a compact set is compact. Nevertheless, both definitions agree for locally
compact, Hausdorff, second countable G-spaces.
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Proposition 2 (J. Chabert, S. Echterhoff, R. Meyer [11]). If X is a locally compact,
Hausdorff, second countable G-space, then X is proper if and only if the map

G×X −→ X×X

(g,x) 7−→ (gx,x)

is proper.

Remark 16. For a more general comparison among these and other definitions of
proper actions see [7].

5 Classifying space for proper actions

Now we are ready for the definition of the space EG appearing in the statement of the
Baum-Connes Conjecture. Most of the material in this section is based on Sections 1
and 2 of [5].

Definition 9. A universal example for proper actions of G, denoted EG, is a proper
G-space such that:

• if X is any proper G-space, then there exists a G-map f : X → EG and any two
G-maps from X to EG are G-homotopic.

EG exists for every topological group G [5, Appendix 1] and it is unique up to G-
homotopy, as follows. Suppose that EG and (EG)′ are both universal examples for
proper actions of G. Then there exist G-maps

f : EG−→ (EG)′

f ′ : (EG)′ −→ EG

and f ′ ◦ f and f ◦ f ′ must be G-homotopic to the identity maps of EG and (EG)’
respectively.

The following are equivalent axioms for a space Y to be EG [5, Appendix 2].

(a) Y is a proper G-space.
(b) If H is any compact subgroup of G, then there exists p ∈ Y with hp = p for all

h ∈ H.
(c) Consider Y ×Y as a G-space via g(y0,y1) = (gy0,gy1), and the maps

ρ0,ρ1 : Y ×Y −→ Y

ρ0(y0,y1) = y0 , ρ1(y0,y1) = y1 .

Then ρ0 and ρ1 are G-homotopic.

Remark 17. It is possible to define a universal space for any family of (closed) sub-
groups of G closed under conjugation and finite intersections [32]. Then EG is the
universal space for the family of compact subgroups of G.
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Remark 18. The space EG can always be assumed to be a G-CW-complex. Then there
is a homotopy characterization: a proper G-CW-complex X is an EG if and only if for
each compact subgroup H of G the fixed point subcomplex XH is contractible (see
[32]).

Examples

(a) If G is compact, EG is just a one-point space.
(b) If G is a Lie group with finitely many connected components then EG = G/H,

where H is a maximal compact subgroup (i.e. maximal among compact sub-
groups).

(c) If G is a p-adic group then EG = βG the affine Bruhat-Tits building for G. For
example, βSL(2,Qp) is the (p + 1)-regular tree, that is, the unique tree with
exactly p+1 edges at each vertex (see Figure (c)) (cf. [46]).

Fig. 2. The (p+1)-regular tree is βSL(2,Qp)

(d) If Γ is an arbitrary (countable) discrete group, there is an explicit construction,

EΓ =
{

f : Γ → [0,1]
∣∣ f finite support , ∑

γ∈Γ

f (γ) = 1
}

,

that is, the space of all finite probability measures on Γ , topologized by the metric
d( f ,h) =

√
∑γ∈Γ | f (γ)−h(γ)|2.
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6 Equivariant K-homology

K-homology is the dual theory to Atiyah-Hirzebruch K-theory (Section 3.6). Here
we define an equivariant generalization due to Kasparov [24, 25]. If X is a proper
G-space with compact, second countable quotient then KG

i (X), i = 0,1, are abelian
groups defined as homotopy classes of K-cycles for X . These K-cycles can be viewed
as G-equivariant abstract elliptic operators on X .

Remark 19. For a discrete group G, there is a topological definition of equivariant K-
homology and the index map via equivariant spectra [14]. This and other constructions
of the index map are shown to be equivalent in [18].

6.1 Definitions

Let G be a locally compact, Hausdorff, second countable, topological group.
Let H be a separable Hilbert space. Write U (H) for the set of unitary operators

U (H) = {U ∈L (H) |UU∗ = U∗U = I} .

Definition 10. A unitary representation of G on H is a group homomorphism π : G→
U (H) such that for each v ∈ H the map πv : G→ H, g 7→ π(g)v is a continuous map
from G to H.

Definition 11. A G-C∗-algebra is a C∗-algebra A with a given continuous action of G

G×A−→ A

such that G acts by C∗-algebra automorphisms.

The continuity condition is that, for each a∈A, the map G→A, g 7→ ga is a continuous
map. We also have that, for each g ∈ G, the map A→ A, a 7→ ga is a C∗-algebra
automorphism.

Example 4. Let X be a locally compact, Hausdorff G-space. The action of G on X
gives an action of G on C0(X),

(gα)(x) = α(g−1x),

where g ∈ G, α ∈C0(X) and x ∈ X . This action makes C0(X) into a G-C∗-algebra.

Recall that a C∗-algebra is separable if it has a countable dense subset.

Definition 12. Let A be a separable G-C∗-algebra. A representation of A is a triple
(H,ψ,π) with:

• H is a separable Hilbert space,
• ψ : A→L (H) is a ∗-homomorphism,
• π : G→U (H) is a unitary representation of G on H,
• ψ(ga) = π(g)ψ(a)π(g−1) for all (g,a) ∈ G×A.
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Remark 20. We are using a slightly non-standard notation; in the literature this is
usually called a covariant representation.

Definition 13. Let X be a proper G-space with compact, second countable quotient
space G\X. An equivariant odd K-cycle for X is a 4-tuple (H,ψ,π,T ) such that:

• (H,ψ,π) is a representation of the G-C∗-algebra C0(X),
• T ∈L (H),
• T = T ∗,
• π(g)T −T π(g) = 0 for all g ∈ G,
• ψ(α)T −T ψ(α) ∈K (H) for all α ∈C0(X),
• ψ(α)(I−T 2) ∈K (H) for all α ∈C0(X).

Remark 21. If G is a locally compact, Hausdorff, second countable topological group
and X a proper G-space with locally compact quotient then X is also locally compact
and hence C0(X) is well-defined.

Write E G
1 (X) for the set of equivariant odd K-cycles for X . This concept was intro-

duced by Kasparov as an abstraction an equivariant self-adjoint elliptic operator and
goes back to Atiyah’s theory of elliptic operators [2].

Example 5. Let G =Z, X =R with the action Z×R→R, (n, t) 7→ n+t. The quotient
space is S1, which is compact. Consider H = L2(R) the Hilbert space of complex-
valued square integrable functions with the usual Lebesgue measure. Let ψ : C0(R)→
L (L2(R)) be defined as ψ(α)u = αu, where αu(t) = α(t)u(t), for all α ∈C0(R),
u∈ L2(R) and t ∈R. Finally, let π : Z→U (L2(R)) be the map (π(n)u)(t) = u(t−n)
and consider the operator

(
−i d

dt

)
. This operator is self-adjoint but not bounded on

L2(R). We “normalize” it to obtain a bounded operator

T =
(

x√
1+ x2

)(
−i

d
dt

)
.

This notation means that the function x√
1+x2

is applied using functional calculus to

the operator
(
−i d

dt

)
. Note that the operator

(
−i d

dt

)
is essentially self adjoint. Thus

the function x√
1+x2

can be applied to the unique self-adjoint extension of
(
−i d

dt

)
.

Equivalently, T can be constructed using Fourier transform. Let Mx be the operator
“multiplication by x”

Mx( f (x)) = x f (x) .

The Fourier transform F converts −i d
dt to Mx, i.e. there is a commutative diagram

L2(R) F //

−i d
dt
��

L2(R)

Mx
��

L2(R)
F
// L2(R) .
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Let M x√
1+x2

be the operator “multiplication by x√
1+x2

”

M x√
1+x2

( f (x)) =
x√

1+ x2
f (x) .

T is the unique bounded operator on L2(R) such that the following diagram is
commutative

L2(R) F //

T
��

L2(R)

M x√
1+x2

��
L2(R)

F
// L2(R) .

Then we have an equivariant odd K-cycle (L2(R),ψ,π,T ) ∈ E Z1 (R).

Let X be a proper G-space with compact, second countable quotient G\X and E G
1 (X)

defined as above. The equivariant K-homology group KG
1 (X) is defined as the quotient

KG
1 (X) = E G

1 (X)
/
∼,

where ∼ represents homotopy, in a sense that will be made precise later (Section 12).
It is an abelian group with addition and inverse given by

(H,ψ,π,T )+(H ′,ψ ′,π ′,T ′) = (H⊕H ′,ψ⊕ψ
′,π⊕π

′,T ⊕T ′),
−(H,ψ,π,T ) = (H,ψ,π,−T ).

Remark 22. The K-cycles defined above differ slightly from the K-cycles used by
Kasparov [25]. However, the abelian group KG

1 (X) is isomorphic to the Kasparov
group KK1

G(C0(X),C), where the isomorphism is given by the evident map which
views one of our K-cycles as one of Kasparov’s K-cycles. In other words, the K-
cycles we are using are more special than the K-cycles used by Kasparov, however
the obvious map of abelian groups is an isomorphism.

We define even K-cycles in a similar way, just dropping the condition of T being
self-adjoint.

Definition 14. Let X be a proper G-space with compact, second countable quotient
space G\X. An equivariant even K-cycle for X is a 4-tuple (H,ψ,π,T ) such that:

• (H,ψ,π) is a representation of the G-C∗-algebra C0(X),
• T ∈L (H),
• π(g)T −T π(g) = 0 for all g ∈ G,
• ψ(α)T −T ψ(α) ∈K (H) for all α ∈C0(X),
• ψ(α)(I−T ∗T ) ∈K (H) for all α ∈C0(X),
• ψ(α)(I−T T ∗) ∈K (H) for all α ∈C0(X).

Write E G
0 (X) for the set of such equivariant even K-cycles.
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Remark 23. In the literature the definition is somewhat more complicated. In particu-
lar, the Hilbert space H is required to be Z/2-graded. However, at the level of abelian
groups, the abelian group KG

0 (X) obtained from the equivariant even K-cycles defined
here will be isomorphic to the Kasparov group KK0

G(C0(X),C) [25]. More precisely,
let (H,ψ,π,T,ω) be a K-cycle in Kasparov’s sense, where ω is a Z/2-grading of
the Hilbert space H = H0⊕H1, ψ = ψ0⊕ψ1, π = π0⊕π1 and T is self-adjoint but
off-diagonal

T =
(

0 T−
T+ 0

)
.

To define the isomorphism from KK0
G(C0(X),C) to KG

0 (X), we map a Kasparov cycle
(H,ψ,π,T,ω) to (H ′,ψ ′,π ′,T ′) where

H ′ = . . .H0⊕H0⊕H0⊕H1⊕H1⊕H1 . . .

ψ
′ = . . .ψ0⊕ψ0⊕ψ0⊕ψ1⊕ψ1⊕ψ1 . . .

π
′ = . . .π0⊕π0⊕π0⊕π1⊕π1⊕π1 . . .

and T ′ is the obvious right-shift operator, where we use T+ to map the last copy of H0
to the first copy of H1. The isomorphism from E G

0 (X) to KK0
G(C0(X),C) is given by

(H,ψ,π,T ) 7→ (H⊕H,ψ⊕ψ,π⊕π,

(
0 T ∗

T 0

)
).

Let X be a proper G-space with compact, second countable quotient G\X and
E G

0 (X) as above. The equivariant K-homology group KG
0 (X) is defined as the quotient

KG
0 (X) = E G

0 (X)
/
∼,

where ∼ is homotopy, in a sense that will be made precise later. It is an abelian group
with addition and inverse given by

(H,ψ,π,T )+(H ′,ψ ′,π ′,T ′) = (H⊕H ′,ψ⊕ψ
′,π⊕π

′,T ⊕T ′),
−(H,ψ,π,T ) = (H,ψ,π,T ∗).

Remark 24. Since the even K-cycles are more general, we have E G
1 (X) ⊂ E G

0 (X).
However, this inclusion induces the zero map from KG

1 (X) to KG
0 (X).

6.2 Functoriality

Equivariant K-homology gives a (covariant) functor between the category proper
G-spaces with compact quotient and the category of abelian groups. Indeed, given
a continuous G-map f : X → Y between proper G-spaces with compact quotient,
it induces a map f̃ : C0(Y )→C0(X) by f̃ (α) = α ◦ f for all α ∈C0(Y ). Then, we
obtain homomorphisms of abelian groups
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KG
j (X)−→ KG

j (Y ) j = 0,1

by defining, for each (H,ψ,π,T ) ∈ E G
j (X),

(H,ψ,π,T ) 7→ (H,ψ ◦ f̃ ,π,T ) .

6.3 The index map

Let X be a proper second countable G-space with compact quotient G\X . There is a
map of abelian groups

KG
j (X) −→ K j (C∗r (G))

(H,ψ,π,T ) 7→ Index(T )

for j = 0,1. It is called the index map and will be defined in Section 14.
This map is natural, that is, if X and Y are proper second countable G-spaces

with compact quotient and if f : X → Y is a continuous G-equivariant map, then the
following diagram commutes:

KG
j (X)

f∗ //

Index
��

KG
j (Y )

Index
��

KG
j (C∗r (G)) = // KG

j (C∗r (G)).

We would like to define equivariant K-homology and the index map for EG. However,
the quotient of EG by the G-action might not be compact. The solution will be to
consider all proper second countable G-subspaces with compact quotient.

Definition 15. Let Z be a proper G-space. We call ∆ ⊆ Z G-compact if

(a) gx ∈ ∆ for all g ∈ G, x ∈ ∆ ,
(b) ∆ is a proper G-space,
(c) the quotient space G\∆ is compact.

That is, ∆ is a G-subspace which is proper as a G-space and has compact quotient
G\∆ .

Remark 25. Since we are always assuming that G is locally compact, Hausdorff and
second countable, we may also assume without loss of generality that any G-compact
subset of EG is second countable. From now on we shall assume that EG has this
property.

We define the equivariant K-homology of EG with G-compact supports as the direct
limit

KG
j (EG) = lim −→

∆⊆EG
G-compact

KG
j (∆) .
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There is then a well-defined index map on the direct limit

µ : KG
j (EG) −→ K j(C∗r G)

(H,ψ,π,T ) 7→ Index(T ), (1)

as follows. Suppose that ∆ ⊂ Ω are G-compact. By the naturality of the functor
KG

j (−), there is a commutative diagram

KG
j (∆) //

Index
��

KG
j (Ω)

Index
��

K j(C∗r G) = // K j(C∗r G) ,

and thus the index map is defined on the direct limit.

7 The discrete case

We discuss several aspects of the Baum-Connes conjecture when the group is discrete.

7.1 Equivariant K-homology

For a discrete group Γ , there is a simple description of KΓ
j (EΓ ) up to torsion, in

purely algebraic terms, given by a Chern character. Here we follow section 7 in [5].
Let Γ be a (countable) discrete group. Define FΓ as the set of finite formal sums

FΓ =

{
∑

finite
λγ [γ] where γ ∈ Γ ,order(γ) < ∞, λγ ∈ C

}
.

FΓ is a complex vector space and also a Γ -module with Γ -action:

g ·

(
∑

λ∈Γ

λγ [γ]

)
= ∑

λ∈Γ

λγ [gγg−1] .

Note that the identity element of the group has order 1 and therefore FΓ 6= 0.
Consider H j(Γ ;FΓ ), j ≥ 0, the homology groups of Γ with coefficients in the

Γ -module FΓ .

Remark 26. This is standard homological algebra, with no topology involved (Γ is
a discrete group and FΓ is a non-topologized module over Γ ). They are classical
homology groups and have a purely algebraic description (cf. [10]). In general, if M
is a Γ -module then H∗(Γ ;M) is isomorphic to H∗(BΓ ;M), where M means the local
system on BΓ obtained from the Γ -module M.
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Let us write Ktop
j (Γ ) for KΓ

j (EΓ ), j = 0,1. There is a Chern character ch : Ktop
∗ (Γ )→

H∗(Γ ;FΓ ) which maps into odd, respectively even, homology

ch: Ktop
j (Γ )→

⊕
l≥0

H j+2l(Γ ;FΓ ) j = 0,1.

This map becomes an isomorphism when tensored with C(cf. [4] or [31]).

Proposition 3. The map

ch⊗ZC : Ktop
j (Γ )⊗ZC−→

⊕
l≥0

H j+2l(Γ ;FΓ ) j = 0,1

is an isomorphism of vector spaces over C.

Remark 27. If G is finite, the rationalized Chern character becomes the character
map from R(G), the complex representation ring of G, to class functions, given by
ρ 7→ χ(ρ) in the even case, and the zero map in the odd case.

If the Baum-Connes conjecture is true for Γ , then Proposition 3 computes the
tensored topological K-theory of the reduced C∗-algebra of Γ .

Corollary 1. If the Baum-Connes conjecture is true for Γ then

K j(C∗r Γ )⊗ZC∼=
⊕
l≥0

H j+2l(Γ ;FΓ ) j = 0,1 .

7.2 Some results on discrete groups

We recollect some results on discrete groups which satisfy the Baum-Connes conjec-
ture.

Theorem 7 (N. Higson, G. Kasparov [21]). If Γ is a discrete group which is
amenable (or, more generally, a-T-menable) then the Baum-Connes conjecture is
true for Γ .

Theorem 8 (I.Mineyev, G. Yu [37]; independently V. Lafforgue [28]). If Γ is a dis-
crete group which is hyperbolic (in Gromov’s sense) then the Baum-Connes conjecture
is true for Γ .

Theorem 9 (Schick [45]). Let Bn be the braid group on n strands, for any positive
integer n. Then the Baum-Connes conjecture is true for Bn.

Theorem 10 (Matthey, Oyono-Oyono, Pitsch [35]). Let M be a connected ori-
entable 3-dimensional manifold (possibly with boundary). Let Γ be the fundamental
group of M. Then the Baum-Connes conjecture is true for Γ .

The Baum-Connes index map has been shown to be injective or rationally injective
for some classes of groups. For example, it is injective for countable subgroups of
GL(n,K), K any field [17], and injective for
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• closed subgroups of connected Lie groups [26];
• closed subgroups of reductive p-adic groups [27].

More results on groups satisfying the Baum-Connes conjecture can be found in [34].
The Baum-Connes conjecture remains a widely open problem. For example, it is

not known for SL(n,Z), n≥ 3. These infinite discrete groups have Kazhdan’s property
(T) and hence they are not a-T-menable. On the other hand, it is known that the index
map is injective for SL(n,Z) (see above) and the groups KG

j (EG) for G = SL(3,Z)
have been calculated [44].

Remark 28. The conjecture might be too general to be true for all groups. Nevertheless,
we expect it to be true for a large family of groups, in particular for all exact groups
(a groups G is exact if the functor C∗r (G,−), as defined in 11.2, is exact).

7.3 Corollaries of the Baum-Connes Conjecture

The Baum-Connes conjecture is related to a great number of conjectures in functional
analysis, algebra, geometry and topology. Most of these conjectures follow from
either the injectivity or the surjectivity of the index map. A significant example is
the Novikov conjecture on the homotopy invariance of higher signatures of closed,
connected, oriented, smooth manifolds. This conjecture follows from the injectivity
of the rationalized index map [5]. For more information on conjectures related to
Baum-Connes, see the appendix in [38].

Remark 29. By a “corollary” of the Baum-Connes conjecture we mean: if the Baum-
Connes conjecture is true for a group G then the corollary is true for that group G.
(For instance, in the Novikov conjecture G is the fundamental group of the manifold.)

8 The compact case

If G is compact, we can take EG to be a one-point space. On the other hand,
K0(C∗r G) = R(G) the (complex) representation ring of G, and K1(C∗r G) = 0 (see
Remark below). Recall that R(G) is the Grothendieck group of the category of fi-
nite dimensional (complex) representations of G. It is a free abelian group with one
generator for each distinct (i.e. non-equivalent) irreducible representation of G.

Remark 30. When G is compact, the reduced C∗-algebra of G is a direct sum (in
the C∗-algebra sense) over the irreducible representations of G, of matrix algebras
of dimension equal to the dimension of the representation. The K-theory functor
commutes with direct sums and K j(Mn(C)) ∼= K j(C), which is Z for j even and 0
otherwise (Theorem 4).

Hence the index map takes the form

µ : K0
G(point)−→ R(G) ,
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for j = 0 and is the zero map for j = 1.
Given (H,ψ,T,π) ∈ E 0

G(point), we may assume within the equivalence relation
on E 0

G(point) that

ψ(λ ) = λ I for all λ ∈C0(point) = C ,

where I is the identity operator of the Hilbert space H. Hence the non-triviality of
(H,ψ,T,π) is coming from

I−T T ∗ ∈K (H) , and I−T ∗T ∈K (H) ,

that is, T is a Fredholm operator. Therefore

dimC (ker(T )) < ∞,

dimC (coker(T )) < ∞,

hence ker(T ) and coker(T ) are finite dimensional representations of G (recall that G
is acting via π : G→L (H)). Then

µ(H,ψ,T,π) = Index(T ) = ker(T )− coker(T ) ∈ R(G) .

Remark 31. The assembly map for G compact just described is an isomorphism
(exercise).

Remark 32. In general, for G non-compact, the elements of KG
0 (X) can be viewed

as generalized elliptic operators on EG, and the index map µ assigns to such an
operator its ‘index’, ker(T )− coker(T ), in some suitable sense [5]. This should be
made precise later using Kasparov’s descent map and an appropriate Kasparov product
(Section 14).

9 Equivariant K-homology for G-C∗-algebras

We have defined equivariant K-homology for G-spaces in Section 6. Now we de-
fine equivariant K-homology for a separable G-C∗-algebra A as the KK-theory
groups K j

G(A,C), j = 0,1. This generalises the previous construction since KG
j (X) =

KK j
G(C0(X),C). Later on we shall define KK-theory groups in full generality (Sec-

tions 12 and 13).

Definition 16. Let A be a separable G-C∗-algebra. Define E 1
G(A) to be the set of

4-tuples
{(H,ψ,π,T )}

such that (H,ψ,π) is a representation of the G-C∗-algebra A, T ∈L (H), and the
following conditions are satisfied:

• T = T ∗,
• π(g)T −T π(g) ∈K (H),
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• ψ(a)T −T ψ(a) ∈K (H),
• ψ(a)(I−T 2) ∈K (H),

for all g ∈ G, a ∈ A.

Remark 33. Note that this is not quite E G
1 (X) when A = C0(X) and X is a proper

G-space with compact quotient, since the third condition is more general than before.
However, the inclusion E G

1 (X)⊂ E 1
G(C0(X)) gives an isomorphism of abelian groups

so that KG
1 (X) = KK1

G(C0(X),C) (as defined below). The point is that, for a proper G-
space with compact quotient, an averaging argument using a cut-off function and the
Haar measure of the group G allows us to assume that the operator T is G-equivariant.

Given a separable G-C∗-algebra A, we define the KK-group KK1
G(A,C) as E 1

G(A)
modulo an equivalence relation called homotopy, which will be made precise later.
Addition in KK1

G(A,C) is given by direct sum

(H,ψ,π,T )+(H ′,ψ ′,π ′,T ′) = (H⊕H ′,ψ⊕ψ
′,π⊕π

′,T ⊕T ′)

and the negative of an element by

−(H,ψ,π,T ) = (H,ψ,π,−T ) .

Remark 34. We shall later define KK1
G(A,B) for a separable G-C∗-algebras A and an

arbitrary G-C∗-algebra B (Section 12).

Let A, B be separable G-C∗-algebras. A G-equivariant ∗-homomorphism φ : A→
B gives a map E 1

G(B)→ E 1
G(A) by

(H,ψ,π,T ) 7→ (H,ψ ◦φ ,π,T ) ,

and this induces a map KK1
G(B,C)→ KK1

G(A,C). That is, KK1
G(A,C) is a contravari-

ant functor in A.
For the even case, the operator T is not required to be self-adjoint.

Definition 17. Let A be a separable G-C∗-algebra. Define E 0
G(A) as the set of 4-tuples

{(H,ψ,π,T )}

such that (H,ψ,π) is a representation of the G-C∗-algebra A, T ∈L (H) and the
following conditions are satisfied:

• π(g)T −T π(g) ∈K (H),
• ψ(a)T −T ψ(a) ∈K (H),
• ψ(a)(I−T ∗T ) ∈K (H),
• ψ(a)(I−T T ∗) ∈K (H),

for all g ∈ G, a ∈ A.

Remark 35. Again, if X is a proper G-space with compact quotient, the inclusion
E G

0 (X)⊂ E 0
G(C0(X)) gives an isomorphism in K-homology, so we can write KG

0 (X) =
KK0(C0(X),C) (as defined below). The issue of the Z/2-grading (which is present in
the Kasparov definition but not in our definition) is dealt with as in Remark 23.



24 Paul F. Baum and Rubén J. Sánchez-Garcı́a

We define the KK-groups KK0
G(A,C) as E 0

G(A) modulo an equivalence relation
called homotopy, which will be made precise later. Addition in KK1

G(A,C) is given
by direct sum

(H,ψ,π,T )+(H ′,ψ ′,π ′,T ′) = (H⊕H ′,ψ⊕ψ
′,π⊕π

′,T ⊕T ′)

and the negative of an element by

−(H,ψ,π,T ) = (H,ψ,π,T ∗) .

Remark 36. We shall later define in general KK0
G(A,B) for a separable G-C∗-algebras

A and an arbitrary G-C∗-algebra B (Section 13).

Let A, B be separable G-C∗-algebras. A G-equivariant ∗-homomorphism φ : A→
B gives a map E 0

G(B)→ E 0
G(A) by

(H,ψ,π,T ) 7→ (H,ψ ◦φ ,π,T ) ,

and this induces a map KK0
G(B,C)→ KK0

G(A,C). That is, KK0
G(A,C) is a contravari-

ant functor in A.

10 The conjecture with coefficients

There is a generalized version of the Baum-Connes conjecture, known as the Baum-
Connes conjecture with coefficients, which adds coefficients in a G-C∗-algebra. We
recall the definition of G-C∗-algebra.

Definition 18. A G-C∗-algebra is a C∗-algebra A with a given continuous action of G

G×A−→ A

such that G acts by C∗-algebra automorphisms. Continuity means that, for each a ∈ A,
the map G→ A, g 7→ ga is a continuous map.

Remark 37. Observe that the only ∗-homomorphism of C as a C∗-algebra is the
identity. Hence the only G-C∗-algebra structure on C is the one with trivial G-action.

Let A be a G-C∗-algebra. Later we shall define the reduced crossed-product C∗-
algebra C∗r (G,A), and the equivariant K-homology group with coefficients KG

j (EG,A).
These constructions reduce to C∗r (G), respectively KG

j (EG), when A = C. Moreover,
the index map extends to this general setting and is also conjectured to be an isomor-
phism.

Conjecture 2 (P. Baum, A. Connes, 1980). Let G be a locally compact, Hausdorff,
second countable, topological group, and let A be any G-C∗-algebra. Then

µ : KG
j (EG,A)−→ K j(C∗r (G,A)) j = 0,1

is an isomorphism.
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Conjecture 1 follows as a particular case when A = C. A fundamental difference is
that the conjecture with coefficients is subgroup closed, that is, if it is true for a group
G for any coefficients then it is true, for any coefficients, for any closed subgroup of
G.

The conjecture with coefficients has been proved for:

• compact groups,
• abelian groups,
• groups acting simplicially on a tree with all vertex stabilizers satisfying the

conjecture with coefficients [40],
• amenable groups and, more generally, a-T-menable groups (groups with the

Haagerup property) [22],
• the Lie group Sp(n,1) [23],
• 3-manifold groups [35].

For more examples of groups satisfying the conjecture with coefficients see [34].

Expander graphs

Suppose that Γ is a finitely generated, discrete group which contains an expander
family [13] in its Cayley graph as a subgraph. Such a Γ is a counter-example to the
conjecture with coefficients [19]. M. Gromov outlined a proof that such Γ exists. A
number of mathematicians are now filling in the details. It seems quite likely that this
group exists.

11 Hilbert modules

In this section we introduce the concept of Hilbert module over a C∗-algebra. It
generalises the definition of Hilbert space by allowing the inner product to take values
in a C∗-algebra. Our main application will be the definition of the reduced crossed-
product C∗-algebra in Section 11.2. For a concise reference on Hilbert modules see
[29].

11.1 Definitions and examples

Let A be a C∗-algebra.

Definition 19. An element a ∈ A is positive (notation: a≥ 0) if there exists b ∈ A with
bb∗ = a.

The subset of positive elements, A+, is a convex cone (closed under positive linear
combinations) and A+ ∩ (−A+) = {0} [15, 1.6.1]. Hence we have a well-defined
partial ordering in A given by x≥ y ⇐⇒ x− y≥ 0.

Definition 20. A pre-Hilbert A-module is a right A-module H with a given A-valued
inner product 〈 , 〉 such that:
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• 〈u,v1 + v2〉= 〈u,v1〉+ 〈u,v2〉,
• 〈u,va〉= 〈u,v〉a,
• 〈u,v〉= 〈v,u〉∗,
• 〈u,u〉 ≥ 0,
• 〈u,u〉= 0⇔ u = 0,

for all u,v,v1,v2 ∈H , a ∈ A.

Definition 21. A Hilbert A-module is a pre-Hilbert A-module which is complete with
respect to the norm

‖u‖= ‖〈u,u〉‖1/2 .

Remark 38. If H is a Hilbert A-module and A has a unit 1A then H is a complex
vector space with

uλ = u(λ1A) u ∈H ,λ ∈ C .

If A does not have a unit, then by using an approximate identity [41] in A, it is also a
complex vector space.

Example 6. Let A be a C∗-algebra and n ≥ 1. Then An = A⊕ . . .⊕A is a Hilbert
A-module with operations

(a1, . . . ,an)+(b1, . . . ,bn) = (a1 +b1, . . . ,an +bn),
(a1, . . . ,an)a = (a1a, . . . ,ana),

〈(a1, . . . ,an),(b1, . . . ,bn)〉= a∗1b1 + . . .+a∗nbn,

for all a j,b j,a ∈ A.

Example 7. Let A be a C∗-algebra. Define

H =
{

(a1,a2, . . .)
∣∣a j ∈ A,

∞

∑
j=1

a∗ja j is norm-convergent in A
}

,

with operations

(a1,a2, . . .)+(b1,b2 . . .) = (a1 +b1,a2 +b2, . . .),
(a1,a2, . . .)a = (a1a,a2a, . . .),

〈(a1,a2, . . .),(b1,b2 . . .)〉=
∞

∑
j=1

a∗jb j.

The previous examples can be generalized. Note that a C∗-algebra A is a Hilbert
module over itself with inner product 〈a,b〉= a∗b.

Example 8. If H1, . . . ,Hn are Hilbert A-modules then the direct sum H1⊕ . . .⊕Hn
is a Hilbert A-module with

〈(x1, . . . ,xn),(y1, . . . ,yn)〉= ∑
i

x∗i yi .

We write H n for the direct sum of n copies of a Hilbert A-module H .
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Example 9. If {Hi}i∈N is a countable family of Hilbert A-modules then

H =
{

(x1,x2, . . .)
∣∣xi ∈Hi,

∞

∑
j=1
〈x j,x j〉 is norm-convergent in A

}
is a Hilbert A-module with inner product 〈x,y〉= ∑

∞
j=1〈x j,y j〉.

The following is our key example.

Example 10. Let G be a locally compact, Hausdorff, second countable, topological
group. Fix a left-invariant Haar measure dg for G. Let A be a G-C∗-algebra. Then
L2(G,A) is a Hilbert A-module defined as follows. Denote by Cc(G,A) the set of all
continuous compactly supported functions from G to A. On Cc(G,A) consider the
norm

‖ f‖=
∥∥∥∥∫G

g−1 ( f (g)∗ f (g))dg
∥∥∥∥ .

L2(G,A) is the completion of Cc(G,A) in this norm. It is a Hilbert A-module with
operations

( f +h)g = f (g)+h(g),
( f a)g = f (g)(ga),

〈 f ,h〉=
∫

G
g−1 ( f (g)∗h(g))dg .

Note that when A = C the group action is trivial and we get L2(G) (cf. Remark 37).

Definition 22. Let H be a Hilbert A-module. An A-module map T : H →H is
adjointable if there exists an A-module map T ∗ : H →H with

〈Tu,v〉= 〈u,T ∗v〉 for all u,v ∈H .

If T ∗ exists, it is unique, and sup‖u‖=1 ‖Tu‖< ∞. Set

L (H ) = {T : H →H |T is adjointable} .

Then L (H ) is a C∗-algebra with operations

(T +S)u = Tu+Su,

(ST )u = S(Tu),
(T λ )u = (Tu)λ

T ∗ as above,
‖T‖= sup

‖u‖=1
‖Tu‖.
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11.2 The reduced crossed-product C∗r (G,A)

Let A be a G-C∗-algebra. Define

Cc(G,A) = { f : G→ A | f continuous with compact support} .

Then Cc(G,A) is a complex algebra with

( f +h)g = f (g)+h(g),
( f λ )g = f (g)λ ,

( f ∗h)(g0) =
∫

G
f (g)

(
gh(g−1g0)

)
dg,

for all g,g0 ∈ G, λ ∈ C, f ,h ∈Cc(G,A). The product ∗ is called twisted convolution.
Consider the Hilbert A-module L2(G,A). There is an injection of algebras

Cc(G,A) ↪→L (L2(G,A))
f 7→ Tf

where Tf (u) = f ∗u is twisted convolution as above. We define C∗r (G,A) as the C∗-
algebra obtained by completing Cc(G,A) with respect to the norm ‖ f‖= ‖Tf ‖. When
A = C, the G-action must be trivial and C∗r (G,A) = C∗r (G).

Example 11. Let G be a finite group, and A a G-C∗-algebra. Let dg be the Haar
measure such that each g ∈ G has mass 1. Then

C∗r (G,A) =
{

∑
γ∈G

aγ [γ]
∣∣∣ aγ ∈ A

}
with operations (

∑
γ∈G

aγ [γ]

)
+

(
∑
γ∈G

bγ [γ]

)
= ∑

γ∈G
(aγ +bγ)[γ],(

∑
γ∈G

aγ [γ]

)
λ = ∑

γ∈G
(aγ λ )[γ],

(aα [α])(bβ [β ]) = aα(αbβ )[αβ ] (twisted convolution),(
∑
γ∈G

aγ [γ]

)∗
= ∑

γ∈G
(γ−1a∗γ)[γ

−1].

Here aγ [γ] denotes the function from G to A which has the value aγ at γ and 0 at
g 6= γ .

Let X be a Hausdorff, locally compact G-space. We know that C0(X) becomes a
G-C∗-algebra with G-action

(g f )(x) = f (g−1x),
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for g ∈ G, f ∈C0(X) and x ∈ X . The reduced crossed-product C∗r (G,C0(X)) will be
denoted C∗r (G,X).

A natural question is to calculate the K-theory of this C∗-algebra. If G is com-
pact, this is the Atiyah-Segal group K j

G(X), j = 0,1. Hence for G non-compact,
K j(C∗r (G,X)) is the natural extension of the Atiyah-Segal theory to the case when G
is non-compact.

Definition 23. We call a G-space G-compact if the quotient space G\X (with the
quotient topology) is compact.

Let X be a proper, G-compact G-space. Then a G-equivariant C-vector bundle E on
X determines an element

[E] ∈ K0(C∗r (G,X)) .

Remark 39. From E, a Hilbert module over C∗r (G,X) is constructed. This Hilbert
C∗r (G,X)-module determines an element in KK0(C,C∗r (G,X))∼= K0(C∗r (G,X)). Note
that, quite generally, a Hilbert A-module determines an element in KK0(A) if and only
if it is finitely generated.

Recall that a G-equivariant vector bundle E over X is a (complex) vector bundle
π : E→ X together with a G-action on E such that π is G-equivariant and, for each
p ∈ X , the map on the fibers Ep→ Egp induced by multiplication by g is linear.

Theorem 11 (W. Lück and B. Oliver [33]). If Γ is a (countable) discrete group and
X is a proper Γ -compact Γ -space, then

K0(C∗r (Γ ,X)) = Grothendieck group of Γ -equivariant C-vector bundles on X .

Remark 40. In [33] this theorem is not explicitly stated. However, it follows from
their results. For clarification see [6] or [?].

Remark 41. Let X be a proper G-compact G-space. Let I be the trivial G-equivariant
complex vector bundle on X ,

I= X×C , g(x,λ ) = (gx,λ ),

for all g ∈ G, x ∈ X and λ ∈ C. Then [I ] ∈ K0(C∗r (G,X)).

11.3 Push-forward of Hilbert modules

Let A, B be C∗-algebras, ϕ : A→ B a ∗-homomorphism and H a Hilbert A-module.
We shall define a Hilbert B-module H ⊗A B, called the push-forward of H with
respect to ϕ or interior tensor product ([29, Chapter 4]). First, form the algebraic
tensor product H �A B = H ⊗alg

A B (B is an A-module via ϕ). This is an abelian
group and also a (right) B-module

(h⊗b)b′ = h⊗bb′ for all h ∈H ,b,b′ ∈ B .
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Define a B-valued inner product on H �A B by

〈h⊗b,h′⊗b′〉= b∗ϕ(〈h,h′〉)b′.

Set
N = {ξ ∈H �A B | 〈ξ ,ξ 〉= 0} .

N is a B-sub-module of H �A B and (H �A B)/N is a pre-Hilbert B-module.

Definition 24. Define H ⊗A B to be the Hilbert B-module obtained by completing
(H �A B)/N .

Example 12. Let X be a locally compact, Hausdorff space. Let A = C0(X), B = C
and evp : C0(X)→ C the evaluation map at a point p ∈ X . Then we can consider
the push-forward of a Hilbert C0(X)-module H . This gives a Hilbert space Hp.
These Hilbert spaces do not form a vector bundle but something more general (not
necessarily locally trivial), sometimes called continuous field of Hilbert spaces [15,
chapter 10].

12 Homotopy made precise and KK-theory

We first define homotopy and Kasparov’s KK-theory in the non-equivariant setting,
for pairs of separable C∗-algebras. A first introduction to KK-theory and further
references can be found in [20].

Let A be a C∗-algebra and let H be a Hilbert A-module. Consider L (H ) the
bounded operators on H . For each u,v∈H we have a bounded operator θu,v defined
as

θu,v(ξ ) = u〈v,ξ 〉 .

It is clear that θ ∗u,v = θv,u. The θu,v are called rank one operators on H . A finite rank
operator on H is any T ∈L (H ) such that T is a finite sum of rank one operators,

T = θu1,v1 + . . .+θun,vn .

Let K (H ) be the closure (in L (H )) of the set of finite rank operators. K (H ) is
an ideal in L (H ). When A = C, H is a Hilbert space and K (H ) coincides with
the usual compact operators on H .

Definition 25. H is countably generated if in H there is a countable (or finite) set
such that the A-module generated by this set is dense in H .

Definition 26. Let H0, H1 be two Hilbert A-modules. We say that H0 and H1 are
isomorphic if there exists an A-module isomorphism Φ : H0→H1 with

〈u,v〉0 = 〈Φu,Φv〉1 for all u,v ∈H0 .
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We want to define non-equivariant KK-theory for pairs of C∗-algebras. Let A and
B be C∗-algebras where A is also separable. Define the set

E 1(A,B) = {(H ,ψ,T )}

such that H is a countably generated Hilbert B-module, ψ : A→ L (H ) is a ∗-
homomorphism, T ∈L (H ), and the following conditions are satisfied:

• T = T ∗,
• ψ(a)T −T ψ(a) ∈K (H ),
• ψ(a)(I−T 2) ∈K (H ),

for all a ∈ A. We call such triples odd bivariant K-cycles.

Remark 42. In the Kasparov definition of KK1(A,B) [24], the conditions of the K-
cycles are the same as our conditions except that the requirement T = T ∗ is replaced
by ψ(a)(T −T ∗) ∈K (H) for all a ∈ A. The isomorphism of abelian groups from the
group defined using these bivariant K-cycles to the group defined using our bivariant
K-cycles is obtained by sending a Kasparov cycle (H,ψ,T ) to (H,ψ, T+T ∗

2 ).

We say that two such triples (H0,ψ0,T0) and (H1,ψ1,T1) in E 1(A,B) are iso-
morphic if there is an isomorphism of Hilbert B-modules Φ : H0→H1 with

Φψ0(a) = ψ1(a)Φ ,

ΦT0 = T1Φ ,

for all a ∈ A. That is, the following diagrams commute

H0
ψ0(a) //

Φ

��

H0

Φ

��
H1

ψ1(a)
// H1

H0
T0 //

Φ

��

H0

Φ

��
H1 T1

// H1

Let A, B, D be C∗-algebras where A is also separable. A ∗-homomorphism ϕ : B→
D induces a map ϕ∗ : E 1(A,B)→ E 1(A,D) by

ϕ∗(H ,ψ,T ) = (H ⊗B D,ψ⊗B I,T ⊗B I)

where I is the identity operator on D, that is, I(α) = α for all α ∈ D.
We can now make the definition of homotopy precise. Consider the C∗-algebra of

continuous functions C([0,1],B), and set ρ0, ρ1 to be the ∗-homomorphisms

C([0,1],B)
ρ0 //

ρ1
// B

defined by ρ0( f ) = f (0) and ρ1( f ) = f (1). In particular, we have induced maps

(ρ j)∗ : E 1(A,C([0,1],B))−→ E 1(A,B) j = 0,1

for any separable C∗-algebra A.
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Definition 27. Two triples (H0,ψ0,T0) and (H1,ψ1,T1) in E 1(A,B) are homotopic
if there exists (H ,ψ,T ) in E 1(A,C([0,1],B)) with

(ρ j)∗(H ,ψ,T )∼= (H j,ψ j,Tj) j = 0,1 .

The even case is analogous, removing the self-adjoint condition T = T ∗.

Remark 43. As above, we do not require the Hilbert B-module H to be Z/2-graded.
The isomorphism between the abelian group we are defining and the group KK0(A,B)
as defined by Kasparov [24] is dealt with as before (see Remark 23).

Hence we have the set of even bivariant K-cycles

E 0(A,B) = {(H ,ψ,T )}

where H is a countably generated Hilbert B-module, ψ : A→L (H ) a ∗-homomorphism,
T ∈L (H ), and the following conditions are satisfied:

• ψ(a)T −T ψ(a) ∈K (H ),
• ψ(a)(I−T ∗T ) ∈K (H ),
• ψ(a)(I−T T ∗) ∈K (H ),

for all a ∈ A. The remaining definitions carry over, in particular the definition of
homotopy in E 0(A,B).

We define the (non-equivariant) Kasparov KK-theory groups of the pair (A,B) as

KK1(A,B) = E 1(A,B)/(homotopy),
KK0(A,B) = E 0(A,B)/(homotopy).

A key property is that KK-theory incorporates K-theory of C∗-algebras: for any
C∗-algebra B, KK j(C,B) is isomorphic to K j(B) (see Theorem 25 in [36]).

13 Equivariant KK-theory

We generalize KK-theory to the equivariant setting. An alternative definition to ours,
by means of a universal property, is described in Section 2 of Meyer’s notes [36].

All through this section, let A be a G-C∗-algebra.

Definition 28. A G-Hilbert A-module is a Hilbert A-module H with a given continu-
ous action

G×H → H

(g,v) 7→ gv

such that

(a) g(u+ v) = gu+gv,
(b) g(ua) = (gu)(ga),
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(c) 〈gu,gv〉= g〈u,v〉,

for all g ∈ G, u,v ∈H , a ∈ A.

Here ‘continuous’ means that for each u∈H , the map G→H , g 7→ gu is continuous.

Example 13. If A =C, a G-Hilbert C-module is just a unitary representation of G (the
action of G on C must be trivial).

Remark 44. Let H be a G-Hilbert A-module. For each g ∈ G, denote by Lg the map

Lg : H →H , Lg(v) = gv .

Note that Lg might not be in L (H ). But if T ∈L (H ), then LgT L−1
g ∈L (H ).

Hence G acts on the C∗-algebra L (H ) by

gT = LgT L−1
g .

Example 14. Let A be a G-C∗-algebra. Set n≥ 1. Then An is a G-Hilbert A-module
(cf. Example 6) with

g(a1, . . . ,an) = (ga1, . . . ,gan).

Let A and B be G-C∗-algebras, where A is also separable. Define the set

E 0
G(A,B) = {(H ,ψ,T )}

such that H is a countably generated G-Hilbert B-module, ψ : A→ L (H ) is a
∗-homomorphism with

ψ(ga) = gψ(a) for all g ∈ G,a ∈ A ,

and T ∈L (H ), and so that the following conditions are satisfied:

• gT −T ∈K (H ),
• ψ(a)T −T ψ(a) ∈K (H ),
• ψ(a)(I−T ∗T ) ∈K (H ),
• ψ(a)(I−T T ∗) ∈K (H ),

for all g ∈ G, a ∈ A. We define

KK0
G(A,B) = E 0

G(A,B)/(homotopy) .

The definition of homotopy in Section 12 can be defined in a straightforward way in
this setting.

KK0
G(A,B) is an abelian group with addition and negative

(H ,ψ,T )+(H ′,ψ ′,T ′) = (H ⊕H ′,ψ⊕ψ
′,T ⊕T ′),

−(H ,ψ,T ) = (H ,ψ,T ∗) .

The odd case is similar, just restricting to self-adjoint operators. Define the set
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E 1
G(A,B) = {(H ,ψ,T )}

such that H is a countably generated G-Hilbert B-module, ψ : A→ L (H ) is a
∗-homomorphism with

ψ(ga) = gψ(a) for all g ∈ G,a ∈ A ,

and T ∈L (H ), and so that the following conditions are satisfied:

• T = T ∗,
• gT −T ∈K (H ),
• ψ(a)T −T ψ(a) ∈K (H ),
• ψ(a)(I−T 2) ∈K (H ),

for all g ∈ G, a ∈ A.
We define

KK1
G(A,B) = E 1

G(A,B)/(homotopy) .

KK1
G(A,B) is an abelian group with addition and inverse given by

(H ,ψ,T )+(H ′,ψ ′,T ′) = (H ⊕H ′,ψ⊕ψ
′,T ⊕T ′),

−(H ,ψ,T ) = (H ,ψ,−T ).

Remark 45. In the even case we are not requiring a Z/2-grading. The isomorphism to
the abelian group defined by Kasparov [25] is given as in Remark 23. Our general
principle is that the even and odd cases are identical except that in the odd case the
operator T is required to be self-adjoint but not in the even case.

Using equivariant KK-theory, we can introduce coefficients for equivariant K-
homology. Let X be a proper G-space with compact quotient. Recall that

KG
j (X) = KK j

G(C0(X),C) and

KG
j (EG) = lim −→

∆⊆EG
G-compact

KG
j (∆) .

We define the equivariant K-homology of X , respectively of EG, with coefficients in
a G-C∗-algebra A as

KG
j (X ,A) = KK j

G(C0(X),A),

KG
j (EG,A) = lim −→

∆⊆EG
G-compact

KG
j (∆ ,A) .

14 The index map

Our definition of the index map uses the Kasparov product and the descent map.
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14.1 The Kasparov product

Let A, B, D be (separable) G-C∗-algebras. There is a product

KKi
G(A,B)⊗ZKK j

G(B,D)−→ KKi+ j
G (A,D) .

The definition is highly non-trivial. Some motivation and examples, in the non-
equivariant case, can be found in [20, Section 5].

Remark 46. Equivariant KK-theory can be regarded as a category with objects separa-
ble G-C∗-algebras and morphisms mor(A,B) = KKi

G(A,B) (as a Z/2-graded abelian
group), and composition given by the Kasparov product (cf. [36, Thm. 33]).

14.2 The Kasparov descent map

Let A and B be (separable) G-C∗-algebras. There is a map between the equivariant
KK-theory of (A,B) and the non-equivariant KK-theory of the corresponding reduced
crossed-product C∗-algebras,

KK j
G(A,B)−→ KK j (C∗r (G,A),C∗r (G,B)) j = 0,1 .

The definition is also highly non-trivial and can be found in [25, Section 3]. Alterna-
tively, see Proposition 26 in Meyer’s notes [36].

14.3 Definition of the index map

We would like to define the index map

µ : KG
j (EG)−→ K j(C∗r G) .

Let X be a proper G-compact G-space. First, we define a map

µ : KG
j (X) = KK j

G(C0(X),C)−→ K j(C∗r G)

to be the composition of the Kasparov descent map

KK j
G(C0(X),C)−→ KK j (C∗r (G,X),C∗r (G))

(the trivial action of G on C gives the crossed-product C∗r (G,C) = C∗r G) and the
Kasparov product with the trivial bundle

I ∈ K0(C∗r (G,X)) = KK0(C,C∗r (G,X)),

that is, the Kasparov product with the trivial vector bundle I, when A = C, B =
C∗r (G,X), D = C∗r G and i = 0.

Recall that
KG

j (EG) = lim −→
∆⊂EG

G-compact

KK j
G (C0(∆),C) .
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For each G-compact ∆ ⊂ EG, we have a map as before

µ : KK j
G(C0(∆),C)−→ K j(C∗r G) .

If ∆ and Ω are two G-compact subsets of EG with ∆ ⊂ Ω , then by naturality the
following diagram commutes:

KK j
G(C0(∆),C) //

��

KK j
G(C0(Ω),C)

��
K jC∗r G = // K jC∗r G.

Thus we obtain a well-defined map on the direct limit µ : KG
j (EG)→ K jC∗r G.

14.4 The index map with coefficients

The coefficients can be introduced in KK-theory at once. Let A be a G-C∗-algebra.
We would like to define the index map

µ : KG
j (EG;A)−→ K jC∗r (G,A) .

Let X be a proper G-compact G-space and A a G-C∗-algebra. First, we define a map

µ : KK j
G(C0(X),A)−→ K jC∗r (G,A)

to be the composition of the Kasparov descent map

KK j
G(C0(X),A)−→ KK j (C∗r (G,X),C∗r (G,A))

and the Kasparov product with the trivial bundle

I ∈ K0C∗r (G,X) = KK0(C,C∗r (G,X)).

For each G-compact ∆ ⊂ EG, we have a map as above

µ : KK j
G(C0(∆),A)−→ K jC∗r (G,A) .

If ∆ and Ω are two G-compact subsets of EG with ∆ ⊂ Ω , then by naturality the
following diagram commutes:

KK j
G(C0(∆),A) //

��

KK j
G(C0(Ω),A)

��
K jC∗r (G,A) = // K jC∗r (G,A).

Thus we obtain a well-defined map on the direct limit µ : KG
j (EG;A)→ K jC∗r (G,A).
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15 A brief history of K-theory

15.1 The K-theory genealogy tree

Grothendieck invented K-theory to give a conceptual proof of the Hirzebruch–
Riemann–Roch theorem. The subject has since then evolved in different directions, as
summarized by the following diagram.

A. Grothendieck Riemann-Roch

Atiyah + Hirzebruch

��

K-theory in
algebraic geometry

J. F. Adams Vector fields
on spheres

A. Connesxxqqqqqqqqqq

H. Bass
D. Quillen

J. H. C. Whitehead

&&NNNNNNNNNNN

K-theory
in topology

K-theory for
C∗-algebras

Algebraic
K-theory

Atiyah and Hirzebruch defined topological K-theory. J. F. Adams then used the
Atiyah-Hirzebruch theory to solve the problem of vector fields on spheres. C∗-algebra
K-theory developed quite directly out of Atiyah-Hirzebruch topological K-theory.
From its inception, C∗-algebra K-theory has been closely linked to problems in
geometry-topology (Novikov conjecture, Gromov-Lawson-Rosenberg conjecture,
Atiyah-Singer index theorem) and to classification problems within C∗-algebras.
More recently, C∗-algebra K-theory has played an essential role in the new subject of
non-commutative geometry.

Algebraic K-theory was a little slower to develop [51]; much of the early devel-
opment in the 1960s was due to H. Bass, who organized the theory on K0 and K1
and defined the negative K-groups. J. Milnor introduced K2. Formulating an appro-
priate definition for higher algebraic K-theory proved to be a difficult and elusive
problem. Definitions were proposed by several authors, including J. Milnor and
Karoubi-Villamayor. A remarkable breakthrough was achieved by D. Quillen with his
plus-construction. The resulting definition of higher algebraic K-theory (i.e. Quillen’s
algebraic K-theory) is perhaps the most widely accepted today. Many significant prob-
lems and results (e.g. the Lichtenbaum conjecture) have been stated within the context
of Quillen algebraic K-theory. In some situations, however, a different definition is
relevant. For example, in the recently proved Bloch-Kato conjecture, it is J. Milnor’s
definition of higher algebraic K-theory which is used.

Since the 1970s, K-theory has grown considerably, and its connections with other
parts of mathematics have expanded. For the interested reader, we have included
a number of current K-theory textbooks in our reference list ([8], [42], [43], [47],
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[49], [50]). For a taste of the current developments, it is useful to take a look at the
Handbook of K-theory [16] or at the lectures in this volume. The Journal of K-theory
(as well as its predecessor, K-theory) is dedicated to the subject, as is the website
maintained by D. Grayson at http://www.math.uiuc.edu/K-theory. This
site, started in 1993, includes a preprint archive which at the moment when this is being
written contains 922 preprints. Additionally, see the Journal of Non-Commutative
Geometry for current results involving C∗-algebra K-theory.

Finally, we have not in these notes emphasized cyclic homology. However, cyclic
(co-)homology is an allied theory to K-theory and any state-of-the-art survey of
K-theory would have to recognize this central fact.

15.2 The Hirzebruch–Riemann–Roch theorem

Let M be a non-singular projective algebraic variety over C. Let E be an algebraic
vector bundle on M. Write E for the sheaf (of germs) of algebraic sections of E. For
each j ≥ 0, consider H j(M,E) the j-th cohomology group of M using E.

Lemma 1. For all j ≥ 0, dimCH j(M,E) < ∞ and for j > dimC(M), H j(M,E) = 0.

Define the Euler characteristic of M with respect to E as

χ(M,E) =
n

∑
j=0

(−1) j dimCH j(M,E) , where n = dimC(M) .

Theorem 12 (Hirzebruch–Riemann–Roch). Let M be a non-singular projective
algebraic variety over C and let E be an algebraic vector bundle on M. Then

χ(M,E) = (ch(E)∪Td(M))[M]

where ch(E) is the Chern character of E, Td(M) is the Todd class of M and ∪ stands
for the cup product.

15.3 The unity of K-theory

We explain how K-theory for C∗-algebras is a particular case of algebraic K-theory of
rings.

Let A be a C∗-algebra. Consider the inclusion

Mn(A) ↪→ Mn+1(A) a11 . . . a1n
...

...
an1 . . . ann

 7→


a11 . . . a1n 0
...

...
...

an1 . . . ann 0
0 . . . 0 0

 . (2)

This is a one-to-one ∗-homomorphism, and it is norm preserving. Define M∞(A) as
the limit of Mn(A) with respect to these inclusions. That is, M∞(A) is the set of infinite
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matrices where almost all ai j are zero. Finally, define the stabilization of A (cf. [42,
6.4] or [49, 1.10]) as the closure

Ȧ = M∞(A) .

Here we mean the completion with respect to the norm on M∞(A) and the main point
is that the inclusions above are all norm-preserving. The result is a C∗-algebra without
unit.

Remark 47. There is an equivalent definition of Ȧ as the tensor product A⊗K , where
K is the C∗-algebra of all compact operators on a separable infinite-dimensional
Hilbert space, and the tensor product is in the sense of C∗-algebras.

Example 15. Let H be a separable, infinite-dimensional, Hilbert space. That is, H has
a countable, but not finite, orthonormal basis. It can be shown that

Ċ= K ⊂L (H),

where K is the subset of compact operators on H. We have then

K j(C) = K j(Ċ) ,

where K j(−) is C∗-algebra K-theory. This is true in general for any C∗-algebra
(Proposition 4 below).
On the other hand, the algebraic K-theory of Ċ is

Kalg
j (Ċ) =

{
Z j even,
0 j odd,

which therefore coincides with the C∗-algebra K-theory of C. This is also true in
general (Theorem 13 below). This answer is simple compared with the algebraic
K-theory of C, where only some partial results are known.

The stabilization of a C∗-algebra does not change its (C∗-algebra) K-theory.

Proposition 4. Let A be a C∗-algebra and write K j(−) for K-theory of C∗-algebras.
Then

K j(A) = K j(Ȧ) j ≥ 0 .

The proof is a consequence of the definition of C∗-algebra K-theory: the inclusions
(2) induce isomorphisms in K-theory, and the direct limit (in the sense of C∗-algebras)
commute with the K-theory functor (cf. [49, 6.2.11 and 7.1.9]).

Remark 48. In the terminology of Cortiñas’ notes[12], Proposition 4 says that the
functors K0 and K1 are K -stable.

M. Karoubi conjectured that the algebraic K-theory of Ȧ is isomorphic to its
C∗-algebra K-theory. The conjecture was proved by A. Suslin and M. Wodzicki.
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Theorem 13 (A. Suslin and M. Wodzicki [48]). Let A be a C∗-algebra. Then

K j(Ȧ) = Kalg
j (Ȧ) j ≥ 0 ,

where the left-hand side is C∗-algebra K-theory and the right-hand side is (Quillen’s)
algebraic K-theory of rings.

A proof can be found in Cortiñas’ notes [12, Thm. 7.1.3]. In these notes Cortiñas
elaborates the isomorphism above into a long exact sequence which involves cyclic
homology.

Theorem 13 is the unity of K-theory: It says that C∗-algebra K-theory is a pleasant
subdiscipline of algebraic K-theory in which Bott periodicity is valid and certain basic
examples are easy to calculate.
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Summary. We introduce equivariant Kasparov theory using its universal property and con-
struct the Baum–Connes assembly map by localising the Kasparov category at a suitable
subcategory. Then we explain a general machinery to construct derived functors and spectral
sequences in triangulated categories. This produces various generalisations of the Rosenberg–
Schochet Universal Coefficient Theorem.
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1 Introduction

We may view Kasparov theory and its equivariant generalisations as categories. These categories
are non-commutative analogues of (equivariant generalisations of) the stable homotopy category
of spectra. These equivariant Kasparov categories can be described in two ways:

Abstractly, as the universal split-exact C∗-stable functor on the appropriate category of
C∗-algebras – this approach is due to Cuntz and Higson [10], [11], [15], [16].
It is useful for general constructions like the descent functor or the adjointness between
induction and restriction functors (see §2.1.6 or [26]).

Concretely, using Fredholm operators on equivariant Hilbert bimodules – this is the original
definition of Kasparov [17], [18].
It is useful for specific constructions that use, say, geometric properties of a group to
construct elements in Kasparov groups.

We mainly treat Kasparov theory as a black box. We define G-equivariant Kasparov theory
via its universal property and equip it with a triangulated category structure. This formalises
some basic properties of the stable homotopy category that are needed for algebraic topology.
We later apply this structure to construct spectral sequences in Kasparov theory.

We use the universal property to construct the descent functor and induction and restriction
functors for closed subgroups, and to verify that the latter are adjoint for open subgroups.
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Then we turn to the Baum–Connes assembly map for a locally compact group G, which we
treat as in [26]. Green’s Imprimitivity Theorem suggests that we understand crossed products
for compactly induced actions much better than general crossed products. We want to construct
more general actions out of compactly induced actions by an analogue of the construction of
CW-complexes. The notion of localising subcategory makes this idea precise.

The orthogonal complement of the compactly induced actions consists of actions that
are KKH -equivalent to 0 for all compact subgroups H of G. We call such actions weakly
contractible.

The compactly induced and weakly contractible objects together generate the whole
Kasparov category. This allows us to compute the localisation of a functor at the weakly
contractible objects. The general machinery of localisation yields the Baum–Connes assembly
map

µ∗ : Ktop
∗ (G,A)→ K∗(Gnr A)

when we apply it to the functor A 7→ K∗(Gnr A). Roughly speaking, this means that
A 7→ Ktop

∗ (G,A) is the best possible approximation to K∗(Gnr A) that vanishes for weakly
contractible objects. The above statements involve functors and the Baum–Connes assembly
map with coefficients. The above approach only works if we study this generalisation right
away.

The groups Ktop
∗ (G,A) are supposed to be computable by topological methods. We present

one approach to make this precise that works completely within equivariant Kasparov theory
and is a special case of a very general machinery for constructing spectral sequences. We carry
over notions from homological algebra like exact chain complexes and projective objects to our
category and use them to define derived functors (see [27]). The derived functors of K∗(Gnr A)
and Ktop

∗ (G,A) agree and form the E2-term of a spectral sequence that converges towards
Ktop
∗ (G,A). Many other spectral sequences like the Adams spectral sequence in topology can be

constructed with the same machinery. In simple special cases, the spectral sequence degenerates
to an exact sequence. The Universal Coefficient Theorem by Rosenberg–Schochet in [35] and
the Pimsner–Voiculescu exact sequence are special cases of this machinery.

2 Kasparov theory and Baum–Connes conjecture

2.1 Kasparov theory via its universal property

This subsection is mostly taken from [25], where more details can be found.
Let G be a locally compact group.

Definition 1. A G-C∗-algebra is a C∗-algebra with a strongly continuous representation of G
by ∗-automorphisms.

Let G-C∗alg be the category of G-C∗-algebras; its objects are G-C∗-algebras and its
morphisms A→ B are the G-equivariant ∗-homomorphisms A→ B; we sometimes denote this
morphism set by HomG(A,B).

A C∗-algebra is separable if it has a countable dense subset. We often restrict attention to
the full subcategory G-C∗sep⊆ G-C∗alg of separable G-C∗-algebras.

Homology theories for C∗-algebras are usually required to be homotopy invariant, stable,
and exact in a suitable sense. We can characterise G-equivariant Kasparov theory as the
universal functor on G-C∗sep with these properties, in the following sense.
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Definition 2. Let P be a property for functors defined on G-C∗sep. A universal functor with P
is a functor u : G-C∗sep→ UP(G-C∗sep) such that

• F̄ ◦u has P for each functor F̄ : UP(G-C∗sep)→ C;
• any functor F : G-C∗sep→ C with P factors uniquely as F = F̄ ◦ u for some functor

F̄ : UP(G-C∗sep)→ C;
• let F,G : G-C∗sep⇒C be two functors with P, let F̄ , Ḡ : UP(G-C∗sep)⇒C be their unique

extensions; then any natural transformation Φ : F ⇒ G remains a natural transformation
F̄ ⇒ Ḡ.

Of course, such a functor need not exist. If it does, then it restricts to a bijection between
objects of G-C∗sep and UP(G-C∗sep). Hence we can completely describe it by the sets of
morphisms UP(A,B) from A to B in UP(G-C∗sep) and the maps G-C∗sep(A,B)→ UP(A,B) for
A,B ∈∈ G-C∗sep. The universal property means that for any functor F : G-C∗sep→ C with P
there is a unique functorial way to extend the maps HomG(A,B)→ C

(
F(A),F(B)

)
to UP(A,B).

The condition about natural transformations makes precise what it means for this extension to
be natural.

2.1.1 Some basic homotopy theory

We define cylinders, cones, and suspensions of objects, and mapping cones and mapping
cylinders of morphisms in G-C∗alg. Then we define homotopy invariance for functors. Mapping
cones will be used later to introduce the triangulated category structure on Kasparov theory.

Definition 3. Let A be a G-C∗-algebra. We define the cylinder, cone, and suspension over A by

Cyl(A) := C([0,1],A),

Cone(A) := C0
(
[0,1]\{0},A),

Sus(A) := C0
(
[0,1]\{0,1},A)∼= C0(S1,A).

If A = C0(X) for a pointed compact space X , then the cylinder, cone, and suspension of A
are C0(Y ) with Y equal to the usual cylinder [0,1]+∧X , cone [0,1]∧X , or suspension S1∧X ,
respectively; here [0,1] has the base point 0.

Definition 4. Let f : A→ B be a morphism in G-C∗alg. The mapping cylinder Cyl( f ) and the
mapping cone Cone( f ) of f are the limits of the diagrams

A
f−→ B ev1←−− Cyl(B), A

f−→ B ev1←−− Cone(B)

in G-C∗alg. More concretely,

Cone( f ) :=
{
(a,b) ∈ A×C0

(
(0,1],B

) ∣∣ f (a) = b(1)
}
,

Cyl( f ) :=
{
(a,b) ∈ A×C

(
[0,1],B

) ∣∣ f (a) = b(1)
}
.

If f : X→Y is a morphism of pointed compact spaces, then the mapping cone and mapping
cylinder of the induced ∗-homomorphism C0( f ) : C0(Y )→ C0(X) agree with C0

(
Cyl( f )

)
and

C0
(
Cone( f )

)
, respectively.

The familiar maps relating mapping cones and cylinders to cones and suspensions continue
to exist in our case. For any morphism f : A→ B in G-C∗alg, we get a morphism of extensions
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Sus(B) // //

��

Cone( f ) // //

��

A

Cone(B) // // Cyl( f ) // // A

The bottom extension splits and the maps A↔ Cyl( f ) are inverse to each other up to homotopy.
The composite map Cone( f )→ A→ B factors through Cone(idB) ∼= Cone(B) and hence is
homotopic to the zero map.

Definition 5. Let f0, f1 : A⇒ B be two parallel morphisms in G-C∗alg. We write f0 ∼ f1 and
call f0 and f1 homotopic if there is a morphism f : A→ Cyl(B) with evt ◦ f = ft for t = 0,1.

A functor F : G-C∗alg→ C is called homotopy invariant if f0 ∼ f1 implies F( f0) = F( f1).

It is easy to check that homotopy is an equivalence relation on HomG(A,B). We let [A,B]
be the set of equivalence classes. The composition of morphisms in G-C∗alg descends to maps

[B,C]× [A,B]→ [A,C],
(
[ f ], [g]

)
7→ [ f ◦g],

that is, f1 ∼ f2 and g1 ∼ g2 implies f1 ◦g1 ∼ f2 ◦g2. Thus the sets [A,B] form the morphism sets
of a category, called the homotopy category of G-C∗-algebras. A functor is homotopy invariant
if and only if it descends to the homotopy category. Other characterisations of homotopy
invariance are listed in [25, §3.1].

Of course, our notion of homotopy restricts to the usual one for pointed compact spaces.

2.1.2 Morita–Rieffel equivalence and stable isomorphism

One of the basic ideas of non-commutative geometry is that GnC0(X) (or Gnr C0(X)) should
be a substitute for the quotient space G\X , which may have bad singularities. In the special
case of a free and proper G-space X , we expect that GnC0(X) and C0(G\X) are “equivalent”
in a suitable sense. Already the simplest possible case X = G shows that we cannot expect an
isomorphism here because

GnC0(G)∼= Gnr C0(G)∼=K(L2G).

The right notion of equivalence is a C∗-version of Morita equivalence introduced by Marc A.
Rieffel ([32], [33], [34]); therefore, we call it Morita–Rieffel equivalence.

The definition of Morita–Rieffel equivalence involves Hilbert modules over C∗-algebras
and the C∗-algebras of compact operators on them; these notions are crucial for Kasparov
theory as well. We refer to [20] for the definition and a discussion of their basic properties.

Definition 6. Two G-C∗-algebras A and B are called Morita–Rieffel equivalent if there are a
full G-equivariant Hilbert B-module E and a G-equivariant ∗-isomorphism K(E )∼= A.

It is possible (and desirable) to express this definition more symmetrically: E is an A,B-
bimodule with two inner products taking values in A and B, satisfying various conditions
(see also [32]). Two Morita–Rieffel equivalent G-C∗-algebras have equivalent categories of
G-equivariant Hilbert modules via the functor H 7→H ⊗A E . The converse is not so clear.
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Example 1. The following is a more intricate example of a Morita–Rieffel equivalence. Let Γ

and P be two subgroups of a locally compact group G. Then Γ acts on G/P by left translation
and P acts on Γ \G by right translation. The corresponding orbit space is the double coset space
Γ \G/P. Both Γ nC0(G/P) and PnC0(Γ \G) are non-commutative models for this double
coset space. They are indeed Morita–Rieffel equivalent; the bimodule that implements the
equivalence is a suitable completion of Cc(G).

These examples suggest that Morita–Rieffel equivalent C∗-algebras are different ways to
describe the same non-commutative space. Therefore, we expect that reasonable functors on
C∗alg should not distinguish between Morita–Rieffel equivalent C∗-algebras.

Definition 7. Two G-C∗-algebras A and B are called stably isomorphic if there is a G-equivariant
∗-isomorphism A⊗K(HG)∼= B⊗K(HG), where HG := L2(G×N) is the direct sum of count-
ably many copies of the regular representation of G; we let G act on K(HG) by conjugation,
of course.

The following technical condition is often needed in connection with Morita–Rieffel
equivalence.

Definition 8. A C∗-algebra is called σ -unital if it has a countable approximate identity or,
equivalently, contains a strictly positive element.

All separable C∗-algebras and all unital C∗-algebras are σ -unital; the algebra K(H ) is
σ -unital if and only if H is separable.

Theorem 1 ([7]). σ -unital G-C∗-algebras are G-equivariantly Morita–Rieffel equivalent if
and only if they are stably isomorphic.

In the non-equivariant case, this theorem is due to Brown–Green–Rieffel ([7]). A simpler
proof that carries over to the equivariant case appeared in [28].

2.1.3 C∗-stable functors

The definition of C∗-stability is more intuitive in the non-equivariant case:

Definition 9. Fix a rank-one projection p∈K(`2N). The resulting embedding A→A⊗K(`2N),
a 7→ a⊗ p, is called a corner embedding of A.

A functor F : C∗alg→ C is called C∗-stable if any corner embedding induces an isomor-
phism F(A)∼= F

(
A⊗K(`2N)

)
.

The correct equivariant generalisation is the following:

Definition 10. A functor F : G-C∗alg→ C is called C∗-stable if the canonical embeddings
H1→H1⊕H2←H2 induce isomorphisms

F
(
A⊗K(H1)

) ∼=−→ F
(
A⊗K(H1⊕H2)

) ∼=←− F
(
A⊗K(H2)

)
for all non-zero G-Hilbert spaces H1 and H2.

Of course, it suffices to require F
(
A⊗K(H1)

) ∼=−→ F
(
A⊗K(H1⊕H2)

)
. It is not hard to

check that Definitions 9 and 10 are equivalent for trivial G.
Our next goal is to describe the universal C∗-stable functor. We abbreviate AK :=K(L2G)⊗

A.
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Definition 11. A correspondence from A to B (or A 99K B) is a G-equivariant Hilbert
BK-module E together with a G-equivariant essential (or non-degenerate) ∗-homomorphism
f : AK→K(E ).

Given correspondences E from A to B and F from B to C, their composition is the
correspondence from A to C with underlying Hilbert module E ⊗̄BK F and map AK→K(E )→
K(E ⊗̄BK F ), where the last map sends T 7→ T ⊗1; this yields compact operators because BK
maps to K(F ). See [20] for the definition of the relevant completed tensor product of Hilbert
modules.

The composition of correspondences is only defined up to isomorphism. It is associative
and the identity maps A→ A = K(A) act as unit elements, so that we get a category CorrG
whose morphisms are the isomorphism classes of correspondences. Any ∗-homomorphism
ϕ : A→ B yields a correspondence: let E be the right ideal ϕ(AK) ·BK in BK, viewed as a
Hilbert B-module, and let ϕ(a) ·b = ϕ(a) ·b; this restricts to a compact operator on E . This
defines a canonical functor \ : G-C∗alg→ CorrG.

Proposition 1. The functor \ : G-C∗alg→CorrG is the universal C∗-stable functor on G-C∗alg;
that is, it is C∗-stable, and any other such functor factors uniquely through \.

Proof. First we sketch the proof in the non-equivariant case. First we must verify that \
is C∗-stable. The Morita–Rieffel equivalence between K(`2N)⊗A ∼= K

(
`2(N,A)

)
and A is

implemented by the Hilbert module `2(N,A), which yields a correspondence
(
id, `2(N,A)

)
from K(`2N)⊗A to A; this is inverse to the correspondence induced by a corner embedding
A→K(`2N)⊗A.

A Hilbert B-module E with an essential ∗-homomorphism A→ K(E ) is countably gen-
erated because A is assumed σ -unital. Kasparov’s Stabilisation Theorem yields an isometric
embedding E → `2(N,B). Hence we get ∗-homomorphisms

A→K(`2N)⊗B← B.

This diagram induces a map F(A)→ F(K(`2N)⊗B)∼= F(B) for any stable functor F . Now
we should check that this well-defines a functor F̄ : CorrG→ C with F̄ ◦ \ = F , and that this
yields the only such functor. We omit these computations.

The generalisation to the equivariant case uses the crucial property of the left regular
representation that L2(G)⊗H ∼= L2(G×N) for any countably infinite-dimensional G-Hilbert
space H . Since we replace A and B by AK and BK in the definition of correspondence right
away, we can use this to repair a possible lack of G-equivariance; similar ideas appear in [23].

ut

Example 2. Let u be a G-invariant multiplier of B. Then the identity map and the inner au-
tomorphism B→ B, b 7→ ubu∗, associated to u define isomorphic correspondences B 99K B
(via u). Hence inner automorphisms act trivially on C∗-stable functors. Actually, this is one of
the computations that we have omitted in the proof above; the argument can be found in [12].

2.1.4 Exactness properties

Definition 12. A diagram I → E → Q in G-C∗alg is an extension if it is isomorphic to the
canonical diagram I→ A→ A/I for some G-invariant ideal I in a G-C∗-algebra A. We write
I� E� Q to denote extensions. A section for an extension
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I
i
� E

p
� Q (1)

in G-C∗alg is a map (of sets) Q→ E with p ◦ s = idQ. We call (1) split if there is a section
that is a G-equivariant ∗-homomorphism. We call (1) G-equivariantly cp-split if there is a
G-equivariant, completely positive, contractive, linear section.

Sections are also often called lifts, liftings, or splittings.

Definition 13. A functor F on G-C∗alg is split-exact if, for any split extension K
i
� E

p
� Q

with section s : Q→ E, the map
(
F(i),F(s)

)
: F(K)⊕F(Q)→ F(E) is invertible.

Split-exactness is useful because of the following construction of Joachim Cuntz ([10]).
Let B/E be a G-invariant ideal and let f+, f− : A⇒ E be G-equivariant ∗-homomorphisms

with f+(a)− f−(a) ∈ B for all a ∈ A. Equivalently, f+ and f− both lift the same morphism
f̄ : A→ E/B. The data (A, f+, f−,E,B) is called a quasi-homomorphism from A to B.

Pulling back the extension B� E� E/B along f̄ , we get an extension B� E ′� A with
two sections f ′+, f ′− : A⇒ E ′. The split-exactness of F shows that F(B)� F(E ′)� F(A)
is a split extension in C. Since both F( f ′−) and F( f ′+) are sections for it, we get a map
F( f ′+)−F( f ′−) : F(A)→ F(B). Thus a quasi-homomorphism induces a map F(A)→ F(B)
if F is split-exact. The formal properties of this construction are summarised in [12].

Given a C∗-algebra A, there is a universal quasi-homomorphism out of A. Let Q(A) := A∗A
be the free product of two copies of A and let πA : Q(A)→ A be the folding homomorphism that
restricts to idA on both factors. Let q(A) be its kernel. The two canonical embeddings A→ A∗A
are sections for the folding homomorphism. Hence we get a quasi-homomorphism A ⇒
Q(A).q(A). The universal property of the free product shows that any quasi-homomorphism
yields a G-equivariant ∗-homomorphism q(A)→ B.

Theorem 2. Functors that are C∗-stable and split-exact are automatically homotopy invariant.

This is a deep result of Nigel Higson ([16]); a simple proof can be found in [12]. Besides
basic properties of quasi-homomorphisms, it only uses that inner endomorphisms act identically
on C∗-stable functors.

Definition 14. We call F exact if F(K)→ F(E)→ F(Q) is exact (at F(E)) for any extension
K� E� Q in G-C∗alg. More generally, given a class E of extensions in G-C∗alg like, say,
the class of equivariantly cp-split extensions, we define exactness for extensions in E .

Most functors we are interested in satisfy homotopy invariance and Bott periodicity, and
these two properties prevent a functor from being exact in the stronger sense of being left or
right exact. This explains why our notion of exactness is much weaker than usual in homological
algebra.

It is reasonable to require that a functor be part of a homology theory, that is, a sequence
of functors (Fn)n∈Z together with natural long exact sequences for all extensions. We do not
require this because this additional information tends to be hard to get a priori but often comes
for free a posteriori:

Proposition 2. Suppose that F is homotopy invariant and exact (or exact for equivariantly
cp-split extensions). Then F has long exact sequences of the form

· · · → F
(
Sus(K)

)
→ F

(
Sus(E)

)
→ F

(
Sus(Q)

)
→ F(K)→ F(E)→ F(Q)

for any (equivariantly cp-split) extension K� E� Q. In particular, F is split-exact.
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See §21.4 in [4] for the proof.
Together with Bott periodicity, this yields long exact sequences that extend towards ±∞ in

both directions, showing that an exact homotopy invariant functor that satisfies Bott periodicity
is part of a homology theory in a canonical way.

2.1.5 Definition of Kasparov theory

Kasparov theory maps two Z/2-graded C∗-algebras to an Abelian group KKG
0 (A,B); this is a

vast generalisation of K-theory and K-homology. The most remarkable feature of this theory
is an associative product on KK called Kasparov product, which generalises various known
product constructions in K-theory and K-homology. We do not discuss KKG for Z/2-graded
G-C∗-algebras here because it does not fit so well with the universal property approach.

Fix a locally compact group G. The Kasparov groups KKG
0 (A,B) for A,B ∈ G-C∗sep form

morphisms sets A→ B of a category, which we denote by KKG; the composition in KKG is
the Kasparov product. The categories G-C∗sep and KKG have the same objects. We have a
canonical functor

KK: G-C∗sep→ KKG

that acts identically on objects.

Theorem 3. The functor KKG : G-C∗sep→ KKG is the universal split-exact C∗-stable functor;
in particular, KKG is an additive category. In addition, KKG also has the following properties
and is, therefore, universal among functors with some of these extra properties: KKG is

• homotopy invariant;
• exact for G-equivariantly cp-split extensions;
• satisfies Bott periodicity, that is, in KKG there are natural isomorphisms Sus2(A)∼= A for

all A ∈∈ KKG.

Definition 15. A G-equivariant ∗-homomorphism f : A→ B is called a KKG-equivalence if
KK( f ) is invertible in KKG.

Corollary 1. Let F : G-C∗sep→ C be split-exact and C∗-stable. Then F factors uniquely
through KKG, is homotopy invariant, and satisfies Bott periodicity. A KKG-equivalence A→ B
induces an isomorphism F(A)→ F(B).

We will take the universal property of Theorem 3 as a definition of KKG and thus of the
groups KKG

0 (A,B). We also let

KKG
n (A,B) := KKG(A,Susn(B)

)
;

since the Bott periodicity isomorphism identifies KKG
2
∼= KKG

0 , this yields a Z/2-graded theory.
By the universal property, K-theory descends to a functor on KK, that is, we get canonical

maps
KK0(A,B)→ Hom

(
K∗(A),K∗(B)

)
for all separable C∗-algebras A,B, where the right hand side denotes grading-preserving group
homomorphisms. For A =C, this yields a map KK0(C,B)→Hom

(
Z,K0(B)

)∼= K0(B). Using
suspensions, we also get a corresponding map KK1(C,B)→ K1(B).

Theorem 4. The maps KK∗(C,B)→ K∗(B) constructed above are isomorphisms for all B ∈∈
C∗sep.
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Thus Kasparov theory is a bivariant generalisation of K-theory.
Roughly speaking, KK∗(A,B) is the place where maps between K-theory groups live. Most

constructions of such maps, say, in index theory can in fact be improved to yield elements of
KK∗(A,B). One reason for this is the Universal Coefficient Theorem (UCT) by Rosenberg and
Schochet [35], which computes KK∗(A,B) from K∗(A) and K∗(B) for many C∗-algebras A,B.
If A satisfies the UCT, then any group homomorphism K∗(A)→ K∗(B) lifts to an element of
KK∗(A,B) of the same parity.

With our definition, it is not obvious how to construct elements in KKG
0 (A,B). The only

source we know so far are G-equivariant ∗-homomorphisms. Another important source are
extensions, more precisely, equivariantly cp-split extensions. Any such extension I� E� Q
yields a class in KKG

1 (Q, I) ∼= KKG
0 (Sus(Q), I) ∼= KKG

0
(
Q,Sus(I)

)
. Conversely, any element

in KKG
1 (Q, I) comes from an extension in this fashion in a rather transparent way.

Thus it may seem that we can understand all of Kasparov theory from an abstract, category
theoretic point of view. But this is not the case. To get a category, we must compose extensions;
this leads to extensions of higher length. If we allow such higher-length extensions, we can
easily construct a category that is isomorphic to Kasparov theory; this generalisation still works
for more general algebras than C∗-algebras (see [12]) because it does not involve any difficult
analysis any more. But such a setup offers no help to compute products. Here computing
products means identifying them with other simple things like, say, the identity morphism. This
is why the more concrete approach to Kasparov theory is still necessary for the interesting
applications of the theory.

In connection with the Baum–Connes conjecture, our abstract approach allows us to
formulate it and analyse its consequences. But to verify it, say, for amenable groups, we must
show that a certain morphism in KKG is invertible. This involves constructing its inverse and
checking that the two Kasparov products in both order are 1. These computations require the
concrete description of Kasparov theory that we omit here. We merely refer to [4] for a detailed
treatment.

2.1.6 Extending functors and identities to KKG

We use the universal property to extend functors from G-C∗alg to KKG and check identities in
KKG without computing Kasparov products. As our first example, consider the full and reduced
crossed product functors

Gnr ,Gn : G-C∗alg→ C∗alg.

Proposition 3. These two functors extend to functors

Gnr ,Gn : KKG→ KK

called descent functors.

Kasparov constructs these functors directly using the concrete description of Kasparov
cycles. This requires a certain amount of work; in particular, checking functoriality involves
knowing how to compute Kasparov products.

Proof. We only write down the argument for reduced crossed products, the other case is similar.
It is well-known that Gnr

(
A⊗K(H )

) ∼= (Gnr A)⊗K(H ) for any G-Hilbert space H .
Therefore, the composite functor

G-C∗sep Gnr−−−→ C∗sep
KK−−→ KK
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is C∗-stable. This functor is split-exact as well (we omit the proof). Now the universal property
provides an extension to a functor KKG→ KK. ut

Similarly, we get functors

A⊗min ,A⊗max : KKG→ KKG

for any G-C∗-algebra A. Since these extensions are natural, we even get bifunctors

⊗min,⊗max : KKG×KKG→ KKG.

For the Baum–Connes assembly map, we need the induction functors

IndG
H : KKH → KKG

for closed subgroups H ⊆ G. For a finite group H, IndG
H(A) is the H-fixed point algebra of

C0(G,A), where H acts by h · f (g) = αh
(

f (gh)
)
. For infinite H, we have

IndG
H(A) = { f ∈ Cb(G,A) |

αh f (gh) = f (g) for all g ∈ G, h ∈ H, and gH 7→ ‖ f (g)‖ is C0};

the group G acts by translations on the left. This construction is clearly functorial for equivariant
∗-homomorphisms. Furthermore, it commutes with C∗-stabilisations and maps split extensions
again to split extensions. Therefore, the same argument as above allows us to extend it to a
functor

IndG
H : KKH → KKG

The following examples are more trivial. Let τ : C∗alg→G-C∗alg equip a C∗-algebra with
the trivial G-action; it extends to a functor τ : KK→ KKG. The restriction functors

ResH
G : KKG→ KKH

for closed subgroups H ⊆ G are defined by forgetting part of the equivariance.
The universal property also allows us to prove identities between functors. For instance,

Green’s Imprimitivity Theorem provides Morita equivalences

Gn IndG
H(A)∼M HnA, Gnr IndG

H(A)∼M Hnr A (2)

for any H-C∗-algebra A. This is proved by completing C0(G,A) to an imprimitivity bimodule
for both C∗-algebras. This equivalence is clearly natural for H-equivariant ∗-homomorphisms.
Since all functors involved are C∗-stable and split exact, the uniqueness part of the universal
property of KKH shows that the KK-equivalences Gn IndG

H(A)∼= HnA and Gnr IndG
H(A)∼=

Hnr A are natural for morphisms in KKH . That is, the diagram

Gnr IndG
H(A1)

∼= //

GnrIndG
H ( f )
��

Hnr A1

Hnr f

��
Gnr IndG

H(A2)
∼= // Hnr A2

in KK commutes for any f ∈ KKH
0 (A1,A2). More examples of this kind are discussed in §4.1

of [25].
We can also prove adjointness relations in Kasparov theory in an abstract way by construct-

ing the unit and counit of the adjunction. An important example is the adjointness between
induction and restriction functors (see also §3.2 of [26]).
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Proposition 4. Let H ⊆ G be a closed subgroup. If H is open, then we have natural isomor-
phisms

KKG(IndG
H A,B)∼= KKH(A,ResH

G B) (3)

for all A ∈∈ H-C∗alg, B ∈∈ G-C∗alg. If H ⊆ G is cocompact, then we have natural isomor-
phisms

KKG(A, IndG
H B)∼= KKH(ResH

G A,B) (4)

for all A ∈∈ G-C∗alg, B ∈∈ H-C∗alg.

Proof. We will not use (4) later and therefore only prove (3). We must construct natural
elements

αA ∈ KKG
0 (IndG

H ResH
G A,A), βB ∈ KKH

0 (B,ResH
G IndG

H B)

that satisfy the conditions for unit and counit of adjunction ([22]).
We have a natural G-equivariant ∗-isomorphism IndG

H ResG
H(A) ∼= C0(G/H)⊗A for any

G-C∗-algebra A. Since H is open in G, the homogeneous space G/H is discrete. We rep-
resent C0(G/H) on the Hilbert space `2(G/H) by pointwise multiplication operators. This
is G-equivariant for the representation of G on `2(G/H) by left translations. Thus we get a
correspondence from IndG

H ResH
G(A) to A, which yields αA ∈ KKG

0 (IndG
H ResH

G(A),A) because
KKG is C∗-stable.

For any H-C∗-algebra B, we may embed B in ResH
G IndG

H(B) as the subalgebra of
functions supported on the single coset H. This embedding is H-equivariant and provides
βB ∈ KKH

0 (B,ResH
G IndG

H B).
Now we have to check that the following two composite maps are identity morphisms in

KKG and KKH , respectively:

IndG
H(B)

IndG
H (βB)−−−−−→ IndG

H ResH
G IndG

H(B)
αIndG

H (B)
−−−−→ IndG

H(B)

ResH
G A

βResH
G A

−−−−→ ResH
G IndG

H ResH
G(A)

ResH
G αA−−−−−→ ResH

G A

This yields the desired adjointness by a general argument from category theory (see [22]). In
fact, both composites are already equal to the identity as correspondences. Hence we need no
knowledge of Kasparov theory except for its C∗-stability to prove (3). ut

The following example is discussed in detail in §4.1 of [25]. If G is compact, then the
trivial action functor τ : KK→ KKG is left adjoint to Gn = Gnr , that is, we have natural
isomorphisms

KKG
∗ (τ(A),B)∼= KK∗(A,GnB). (5)

This is also known as the Green–Julg Theorem. For A = C, it specialises to a natural isomor-
phism KG

∗ (B)∼= K∗(GnB).

2.1.7 Triangulated category structure

We can turn KKG into a triangulated category by extending standard constructions for topologi-
cal spaces (see [26]). A triangulated category is a category T with a suspension automorphism
Σ : T→ T and a class of exact triangles, subject to various axioms (see [29], [26], [37]). An
exact triangle is a diagram in T of the form

A→ B→C→ ΣA or A // B

������

C,

[1]
[[88
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where the [1] in the arrow C→ A warns us that this map has degree 1. A morphism of triangles
is a triple of maps α,β ,γ making the obvious diagram commute.

A typical example is the homotopy category Ho(C) of chain complexes over an additive
category C. Here the suspension functor is the (signed) translation functor

Σ
(
(Cn,dn)

)
:= (Cn−1,−dn−1) on objects,

Σ
(
( fn)

)
:= ( fn−1) on morphisms;

a triangle is exact if it is isomorphic to a mapping cone triangle

A
f−→ B→ Cone( f )→ ΣA

for some chain map f ; the maps B→ Cone( f )→ ΣA are the canonical ones. It is well-known
that this defines a triangulated category.

Another classical example is the stable homotopy category, say, of compactly generated
pointed topological spaces (it is not particularly relevant which category of spaces or spectra
we use). The suspension is Σ(A) := S1∧A; a triangle is exact if it is isomorphic to a mapping
cone triangle

A
f−→ B→ Cone( f )→ ΣA

for some map f ; the maps B→ Cone( f )→ ΣA are the canonical ones.
We are mainly interested in the categories KK and KKG introduced above. Their triangulated

category structure is discussed in detail in [26]. We are facing a notational problem because
the functor X 7→ C0(X) from pointed compact spaces to C∗-algebras is contravariant, so that
mapping cone triangles now have the form

A
f←− B← Cone( f )← C0(R,A)

for a ∗-homomorphism f : B→ A as in Definition 4.
It is reasonable to view a ∗-homomorphism from A to B as a morphism from B to A.

Nevertheless, we prefer the convention that an algebra homorphism A→ B is a morphism
A→ B. But then the most natural triangulated category structure lives on the opposite category
KKop. This creates only notational difficulties because the opposite category of a triangulated
category inherits a canonical triangulated category structure, which has “the same” exact
triangles. However, the passage to opposite categories exchanges suspensions and desuspensions
and modifies some sign conventions. Thus the functor A 7→ C0(R,A), which is the suspension
functor in KKop, becomes the desuspension functor in KK. Fortunately, Bott periodicity implies
that Σ 2 ∼= id, so that Σ and Σ−1 agree.

Depending on your definition of a triangulated category, you may want the suspension to
be an equivalence or isomorphism of categories. In the latter case, you must replace KK(G) by
an equivalent category (see [26]); since this is not important here, we do not bother about this
issue.

Definition 16. A triangle A→ B→ C→ ΣA in KKG is called exact if it is isomorphic as a
triangle to the mapping cone triangle

Sus(B)→ Cone( f )→ A
f−→ B

for some G-equivariant ∗-homomorphism f .
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Alternatively, we can use G-equivariantly cp-split extensions in G-C∗sep. Any such exten-
sion I� E� Q determines a class in KKG

1 (Q, I)∼= KKG
0 (Sus(Q), I), so that we get a triangle

Sus(Q)→ I→ E→Q in KKG. Such triangles are called extension triangles. A triangle in KKG

is exact if and only if it is isomorphic to the extension triangle of a G-equivariantly cp-split
extension.

Theorem 5. With the suspension automorphism and exact triangles defined above, KKG is a
triangulated category.

Proof. This is proved in detail in [26]. ut

Triangulated categories clarify the basic bookkeeping with long exact sequences. Mayer–
Vietoris exact sequences and inductive limits are discussed from this point of view in [26]. More
importantly, this framework sheds light on more advanced constructions like the Baum–Connes
assembly map.

The triangulated category axioms are discussed in greater detail in [29], [26], [37]. They
encode some standard machinery for manipulating long exact sequences. Most of them amount
to formal properties of mapping cones and mapping cylinders, which we can prove as in
classical topology. The only axiom that requires more care is that any morphism f : A→ B
should be part of an exact triangle.

Unlike in [26], we prefer to construct this triangle as an extension triangle because this
works in greater generality; we have learned this idea from Alexander Bonkat ([5]). Any element
in KKG

0 (A,B)∼= KKG
1
(
A,C0(R,B)

)
can be represented by an extension K(H )� E� A with

an equivariant completely positive contractive section, where H is a full G-equivariant Hilbert
C0(R,B)-module, so thatK(H ) is KKG-equivalent to C0(R,B). Hence the resulting extension
triangle in KKG is isomorphic to one of the form

C0(R,A)→ C0(R,B)→ E→ A;

by construction, it contains the suspension of the given class in KKG
0 (A,B); it is easy to remove

the suspension.

Definition 17. Let T be a triangulated and C an Abelian category. A covariant functor F : T→
C is called homological if F(A)→ F(B)→ F(C) is exact at F(B) for all exact triangles
A→ B→C→ ΣA. A contravariant functor with the analogous exactness property is called
cohomological.

Let A→ B→C→ ΣA be an exact triangle. Then a homological functor F : T→ C yields
a natural long exact sequence

· · · → Fn+1(C)→ Fn(A)→ Fn(B)→ Fn(C)→ Fn−1(A)→ Fn−1(B)→ ···

with Fn(A) := F(Σ−nA) for n ∈ Z, and a cohomological functor F : Top→ C yields a natural
long exact sequence

· · · ← Fn+1(C)← Fn(A)← Fn(B)← Fn(C)← Fn−1(A)← Fn−1(B)← ·· ·

with Fn(A) := F(Σ−nA).

Proposition 5. Let T be a triangulated category. The functors

T(A, ) : T→ Ab, B 7→ T(A,B)
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are homological for all A ∈∈ T. Dually, the functors

T( ,B) : Top→ Ab, A 7→ T(A,B)

are cohomological for all B ∈∈ T.

Observe that

Tn(A,B) = T(Σ−nA,B)∼= T(A,Σ nB)∼= T−n(A,B).

Definition 18. A functor F : T→ T′ between two triangulated categories is called exact if it
intertwines the suspension automorphisms (up to specified natural isomorphisms) and maps
exact triangles in T again to exact triangles in T′.

Example 3. The restriction functor ResH
G : KKG→ KKH for a closed subgroup H of a locally

compact group G and the crossed product functors Gn ,Gnr : KKG→KK are exact because
they preserve mapping cone triangles.

Let F : T1→T2 be an exact functor. If G : T2→? is exact, homological, or cohomological,
then so is G◦F .

2.2 Subcategories in KKG

Now we turn to the construction of the Baum–Connes assembly map by studying various
subcategories of KKG that are related to it.

2.2.1 Compactly induced actions

Definition 19. Let G be a locally compact group. A G-C∗-algebra is compactly induced if it
is of the form IndG

H(A) for some compact subgroup H of G and some H-C∗-algebra A. We let
C I be the class of all G-C∗-algebras that are KKG-equivalent to a direct summand of

⊕
i∈NAi

with compactly induced G-C∗-algebras Ai for i ∈ N.

Equivalently, C I is the smallest class of objects in KKG that is closed under direct sums,
direct summands and isomorphism and contains all compactly induced G-C∗-algebras.

Green’s Imprimitivity Theorem (2) tells us that the (reduced) crossed product for a com-
pactly induced action IndG

H(A) is equivalent to the crossed product Hnr A for the compact
group H. Hence we have

K∗(Gn IndG
H A)∼= K∗(Gnr IndG

H A)∼= K∗(HnA)∼= KH
∗ (A)

by the Green–Julg Theorem, compare (5).
Since the computation of equivariant K-theory for compact groups is a problem of classical

topology, operator algebraists can pretend that it is Somebody Else’s Problem. We are more
fascinated by the analytic difficulties created by crosssed products by infinite groups. For
instance, it is quite hard to see which Laurent series ∑n∈Z anzn correspond to an element of
C∗redZ= C∗Z or, equivalently, which of them are the Fourier series of a continuous function on
the unit circle. The Baum–Connes conjecture, when true, implies that such analytic difficulties
do not influence the K-theory.
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2.2.2 Two simple examples

It is best to explain our goals with two examples, namely, the groups R and Z. The Baum–
Connes conjectures for these groups hold and are equivalent to the Connes–Thom isomor-
phism [9] and a Pimsner–Voiculescu exact sequence [30]. Although the Baum–Connes conjec-
ture only concerns the K-theory of C∗redG and, more generally, of crossed products Gnr A, we
get much stronger statements in this case.

Both R and Z are torsion-free, that is, they have no non-trivial compact subgroups. Hence
the compactly induced actions are of the form C0(G,A) with G ∈ {R,Z} acting by translation.
If A carries another action of G, then it makes no difference whether we let G act on C0(G,A) by
t · f (x) := f (t−1x) or t · f (x) := αt

(
f (t−1x)

)
: both definitions yield isomorphic G-C∗-algebras.

Theorem 6. Any R-C∗-algebra is KKR-equivalent to a compactly induced one. More briefly,
C I = KKR.

Proof. Let A be an R-C∗-algebra. Let R act on R by translation and extend this to an action on
X = (−∞,∞] by t ·∞ := ∞ for all t ∈ R. Then we get an extension of R-C∗-algebras

C0(R,A)� C0(X ,A)� A,

where we let R act diagonally. It does not yet have an R-equivariant completely positive
section, but it becomes equivariantly cp-split if we tensor with K(L2G). Therefore, it yields an
extension triangle in KKR.

The Dirac operator for the standard Riemannian metric onR defines a class in KKR1 (C0(R),C)
which we may then map to KKR1 (C0(R,A),A) by exterior product. This yields another cp-split
extension

K(L2R)⊗A�T ⊗A� C0(R,A).

The main work in the proof is to check that the resulting classes in KKR1
(
A,C0(R,A)

)
and

KKR1 (C0(R,A),A) are inverse to each other, so that A is KKR-equivalent to the induced
R-C∗-algebra C0(R,A).

This involves computing their Kasparov products in both orders and writing down ho-
motopies to the identity transformation. The coefficient algebra A is irrelevant for these computa-
tions, that is, we may reduce everything to computations in KKR0 (C,C) and KKR0

(
C0(R),C0(R)

)
.

Since we did not describe the definition of the Kasparov product, we cannot say much about
what is involved in this computation. We may, however, remark that we are dealing with an
equivariant form of Bott periodicity, and that we merely have to follow a particular proof of
Bott periodicity involving Kasparov theory and check that all the homotopies involved are
sufficiently R-equivariant to lift from KK to KKR. ut

Since the crossed product is functorial on Kasparov categories, this implies

RnA = Rnr A∼ Rnr Sus
(
C0(R,A)

)∼= Sus(K(L2R)⊗A)∼ Sus(A),

where ∼ denotes KK-equivalence. Taking K-theory, we get the Connes–Thom Isomorphism
K∗(RnA)∼= K∗+1(A).

For most groups, we have C I 6= KKG. We now study the simplest case where this happens,
namely, G = Z.

We have seen above that C0(R) with the translation action of R is KKR-equivalent to
C0(R) with trivial action. This equivalence persists if we restrict the action from R to the
subgroup Z⊆ R. Hence we get a KKZ-equivalence
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A∼ Sus
(
C0(R,A)

)
,

where n ∈ Z acts on C0(R,A) ∼= C0(R)⊗ A by (αn f )(x) := αn
(

f (x− n)
)
. Although the

Z-action on R is free and proper, the action of Z on C0(R,A) need not be induced from
the trivial subgroup.

Theorem 7. For any Z-C∗-algebra A, there is an exact triangle

P1→ P0→ A→ ΣP1

in KKZ with compactly induced P0 and P1; more explicitly, P0 = P1 = C0(Z,A).

Proof. Restriction to Z⊆ R provides a surjection C0(R,A)� C0(Z,A), whose kernel may be
identified with C0

(
(0,1)

)
⊗C0(Z,A). The resulting extension

C0
(
(0,1)

)
⊗C0(Z,A)� C0(R,A)� C0(Z,A)

is Z-equivariantly cp-split and hence provides an extension triangle in KKZ. Since C0(R,A) is
KKZ-equivalent to the suspension of A, we get an exact triangle of the desired form. ut

When we apply a homological functor KKG→ C such as K∗(Zn ) to the exact triangle in
Theorem 7, then we get the Pimsner–Voiculescu exact sequence

K1(A) // K0(ZnA) // K0(A)

α∗−1
��

K1(A)

α∗−1

OO

K1(ZnA)oo K0(A).oo

Here α∗ : K∗(A)→ K∗(A) is the map induced by the automorphism α(1) of A. It is not hard to
identify the boundary map for the above extension with this map. Our approach yields such
exact sequences for any homological functor.

Now we formulate some structural results for R and Z that have a chance to generalise to
other groups.

Theorem 8. Let G be R or Z. Let A1 and A2 be G-C∗-algebras and let f ∈ KKG(A1,A2). If
ResG( f ) ∈ KK(A1,A2) is invertible, then so is f itself. In particular, if ResG(A1)∼= 0 in KK,
then already A∼= 0 in KKG.

Proof. We only write down the proof for G = Z; the case G = R is similar but simpler. If f
were an equivariant ∗-homomorphisms, then it would induce a morphism of extensions

C0
(
(0,1)×Z,A1

) //

f∗
��

C0
(
R,A1

) //

f∗
��

C0
(
Z,A1

)
f∗
��

C0
(
(0,1)×Z,A2

) // C0
(
R,A2

) // C0
(
Z,A2

)
and hence a morphism of triangles between the resulting extension triangles. The latter mor-
phism still exists even if f is merely a morphism in KKZ. This can be checked directly or
deduced in a routine fashion from the uniqueness part of the universal property of KKZ. If
ResG( f ) is invertible, then so are the induced maps C0

(
(0,1)×Z,A1

)
→ C0

(
(0,1)×Z,A2

)
and C0(Z,A1)→ C0(Z,A2) because C0(Z,A)∼= IndZResZ(A). Hence the Five Lemma in tri-
angulated categories shows that f itself is invertible. To get the second statement, apply the
first one to the zero maps 0→ A1→ 0. ut
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Definition 20. A path of G-actions (αt)t∈[0,1] is continuous if its pointwise application defines
a strongly continuous action of G on Cyl(A) := C([0,1],A).

Corollary 2. Let G = R or Z. If (αt)t∈[0,1] is a continuous path of G-actions on A, then there
is a canonical KKG-equivalence (A,α0)∼ (A,α1). As a consequence, the crossed products for
both actions are KK-equivalent.

Proof. Equip Cyl(A) with the automorphism α . Evaluation at 0 and 1 provides elements in
KKZ

(
Cyl(A),(A,αt)

)
that are non-equivariantly invertible because KK is homotopy invariant.

Hence they are invertible in KKG by Theorem 8. Their composition yields the desired KKG-
equivalence (A,α0)∼ (A,α1). ut

It is not hard to extend Theorem 8 and hence Corollary 2 to the groups Rn and Zn for any
n ∈ Z. With a bit more work, we could also treat solvable Lie groups. But Theorem 8 as stated
above fails for finite groups: there exists a space X and two homotopic actions α0,α1 of Z/2
on X for which K∗Z/2(X ,αt) are different for t = 0,1. Reversing the argument in the proof of
Corollary 2, this provides the desired counterexample. Less complicated counterexamples can
be constructed where A is a UHF C∗-algebra.

Such counterexamples force us to amend our question:

Suppose ResH
G(A)∼= 0 for all compact subgroups H ⊆G. Does it follow that A∼= 0 in

KKG? Or at least that K∗(Gnr A)∼= 0?

It is shown in [26] that the second question has a positive answer if and only if the Baum–
Connes conjecture holds for G with arbitrary coefficients. For many groups for which we
know the Baum–Connes conjecture with coefficients, we also know that the first question
has a positive answer. But the first question can only have a positive answer if the group is
K-amenable, that is, if reduced and full crossed products have the same K-theory. The Lie
group Sp(n,1) and its cocompact subgroups are examples where we know the Baum–Connes
conjecture with coefficients although the group is not K-amenable.

Definition 21. A G-C∗-algebra A is called weakly contractible if ResH
G(A)∼= 0 for all compact

subgroups H ⊆ G. Let C C be the class of weakly contractible objects.
A morphism f ∈ KKG(A1,A2) is called a weak equivalence if ResH

G( f ) is invertible for all
compact subgroups H ⊆ G.

Recall that any f ∈KKG(A1,A2) is part of an exact triangle A1→ A2→C→ ΣA1 in KKG.
We have C ∈ C C if and only if f is a weak equivalence. Hence our two questions above are
equivalent to:

Are all weak equivalences invertible in KKG? Do they at least act invertibly on
K∗(Gnr )?

The second question is equivalent to the Baum–Connes conjecture.
Suppose now that G is discrete. Then any subgroup is open, so that the adjointness

isomorphism (3) always applies. It asserts that the subcategories C I and C C are orthogonal,
that is, KKG(A,B) = 0 if A∈∈C I , B∈∈C C . Even more, if KKG(A,B) = 0 for all A∈∈C I ,
then it follows that B ∈∈ C C . A more involved argument in [26] extends these observations to
all locally compact groups G.

Definition 22. Let 〈C I 〉 be the smallest full subcategory of KKG that contains C I and is
closed under suspensions, (countable) direct sums, and exact triangles.
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We may think of objects of 〈C I 〉 as generalised CW-complexes that are built out of the
cells in C I .

Theorem 9. The pair of subcategories (〈C I 〉,C C ) is complementary in the following sense
(see [26]):
• KKG(P,N) = 0 if P ∈∈ 〈C I 〉, N ∈∈ C C ;
• for any A ∈∈ KKG, there is an exact triangle P → A → N → ΣP with P ∈∈ 〈C I 〉,

N ∈∈ C C .
Moreover, the exact triangle P→ A→ N→ ΣP above is unique up to a canonical isomorphism
and depends functorially on A, and the ensuing functors A 7→ P(A), A 7→ N(A) are exact
functors on KKG.

Proof. The orthogonality of 〈C I 〉 and C C follows easily from the orthogonality of C I
and C C . The existence of an exact triangle decomposition is more difficult. The proof in [26]
reduces this to the special case A = C. A more elementary construction of this exact triangle is
explained in [12]. ut

Theorem 9 asserts that C I and C C together generate all of KKG. This is why the
vanishing of K∗(Gnr A) for A ∈∈ C C is so useful: it allows us to replace an arbitrary object
by one in 〈C I 〉. The latter is built out of objects in C I . We have already agreed that the
computation of K∗(Gnr A) for A ∈∈ C I is Somebody Else’s Problems. Once we understand
a mechanism for decomposing objects of 〈C I 〉 into objects of C I , the computation of
K∗(Gnr A) for A ∈∈ 〈C I 〉 becomes a purely topological affair and hence Somebody Else’s
Problem as well.

For the groups Zn and Rn, the subcategory C C is trivial, so that Theorem 9 simply asserts
that KKG = 〈C I 〉 is generated by the compactly induced actions. More generally, this is
the case for all amenable groups; the proof of the Baum–Connes conjecture by Higson and
Kasparov for such groups also yields this stronger assertion (see [26]).

Definition 23. Let F : KKG→ C be a functor. Its localisation at C C (or at the weak equiva-
lences) is the functor

LF := F ◦P : KKG→ 〈C I 〉 ⊆ KKG→ C,

where we use the functors P : KKG → 〈C I 〉 and N : KKG → C C that are part of a natural
exact triangle P(A)→ A→ N(A)→ ΣP(A).

The natural transformation P(A)→ A furnishes a natural transformation LF(A)→ F(A).
If F is homological or exact, then F ◦N(A) is the obstruction to invertibility of this map.

The localisation LF can be characterised by a universal property. First of all, it vanishes
on C C because P(A)∼= 0 whenever A ∈∈ C C . If F̃ is another functor with this property, then
any natural transformation F̃ → F factors uniquely through LF → F . This universal property
characterises LF uniquely up to natural isomorphism of functors.

Theorem 10. The natural transformationLF(A)→F(A) for F(A) := K∗(Gnr A) is equivalent
to the Baum–Connes assembly map. That is, there is a natural isomorphismLF(A)∼= Ktop

∗ (G,A)
compatible with the maps to F(A).

Proof. It is known (but not obvious) that Ktop
∗ (G,A) vanishes for C C and that the Baum–

Connes assembly map is an isomorphism for coefficients in C I . These two facts together
imply the result. ut

The Baum–Connes conjecture asserts that the assembly map LF(A)→ F(A) is invertible
for all A if F(A) := K∗(Gnr A). This follows if C I = KKG, of course. In particular, the
Baum–Connes conjecture is trivial if G itself is compact.
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3 Homological algebra

It is well-known that many basic constructions from homotopy theory extend to categories
of C∗-algebras. As we argued in [26], the framework of triangulated categories is ideal for
this purpose. The notion of triangulated category was introduced by Jean-Louis Verdier to
formalise the properties of the derived category of an Abelian category. Stable homotopy
theory provides further classical examples of triangulated categories. The triangulated category
structure encodes basic information about manipulations with long exact sequences and (total)
derived functors. The main point of [26] is that the domain of the Baum–Connes assembly map
is the total left derived functor of the functor that maps a G-C∗-algebra A to K∗(Gnr A).

Projective resolutions are among the most fundamental concepts in homological algebra;
several others like derived functors are based on it. Projective resolutions seem to live in the
underlying Abelian category and not in its derived category. This is why total derived functors
make more sense in triangulated categories than the derived functors themselves. Nevertheless,
we can define derived functors in triangulated categories and far more general categories. This
goes back to Samuel Eilenberg and John C. Moore ([13]). We learned about this theory in
articles by Apostolos Beligiannis ([3]) and J. Daniel Christensen ([8]).

Homological algebra in non-Abelian categories is always relative, that is, we need addi-
tional structure to get started. This is useful because we may fit the additional data to our needs.
In a triangulated category T, there are several kinds of additional data that yield equivalent
theories; following [8], we use an ideal in T. We only consider ideals I⊆ T of the form

I(A,B) := {x ∈ T(A,B) | F(x) = 0}

for a stable homological functor F : T→ C into a stable Abelian category C. Here stable means
that C carries a suspension automorphism and that F intertwines the suspension automorphisms
on T and C, and homological means that exact triangles yield exact sequences. Ideals of this
form are called homological ideals.

A basic example is the ideal in the Kasparov category KK defined by

IK(A,B) := { f ∈ KK(A,B) | 0 = K∗( f ) : K∗(A)→ K∗(B)}. (6)

For a locally compact group G and a (suitable) family of subgroups F , we define the
homological ideal

V C F (A,B) := { f ∈ KKG(A,B) | ResH
G( f ) = 0 in KKH(A,B) for all H ∈F}. (7)

If F is the family of compact subgroups, then V C F is related to the Baum–Connes assembly
map ([26]). Of course, there are analogous ideals in more classical categories of (spectra of)
G-CW-complexes.

All these examples can be analysed using the machinery we explain; but we only carry this
out in some cases.

We use an ideal I to carry over various notions from homological algebra to our triangulated
category T. In order to see what they mean in examples, we characterise them using a stable
homological functor F : T→ C with kerF = I. This is often easy. For instance, a chain
complex with entries in T is I-exact if and only if F maps it to an exact chain complex in the
Abelian category C, and a morphism in T is an I-epimorphism if and only if F maps it to an
epimorphism. Here we may take any functor F with kerF = I.

But the most crucial notions like projective objects and resolutions require a more careful
choice of the functor F . Here we need the universal I-exact functor, which is a stable homolog-
ical functor F with kerF = I such that any other such functor factors uniquely through F (up
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to natural equivalence). The universal I-exact functor and its applications are due to Apostolos
Beligiannis ([3]).

If F : T→ C is universal, then F detects I-projective objects, and it identifies I-derived
functors with derived functors in the Abelian category C. Thus all our homological notions
reduce to their counterparts in the Abelian category C.

In order to apply this, we need to know when a functor F with kerF = I is the universal
one. We are going to develop a useful criterion for this purpose that uses partially defined
adjoint functors.

Our criterion shows that the universal IK-exact functor for the ideal IK ⊆ KK in (6) is
the K-theory functor K∗, considered as a functor from KK to the category Ab

Z/2
c of countable

Z/2-graded Abelian groups. Hence the derived functors for IK only involve Ext and Tor for
Abelian groups.

The derived functors that we have discussed above appear in a spectral sequence which –
in favourable cases – computes morphism spaces in T (like KKG(A,B)) and other homological
functors. This spectral sequence is a generalisation of the Adams spectral sequence in stable
homotopy theory and is the main motivation for [8]. Much earlier, such spectral sequences
were studied by Hans-Berndt Brinkmann in [6]. Here we concentrate on the much easier case
where this spectral sequence degenerates to an exact sequence. This generalises the familiar
Universal Coefficient Theorem for KK∗(A,B).

3.1 Homological ideals in triangulated categories

After fixing some basic notation, we introduce several interesting ideals in bivariant Kasparov
categories; we are going to discuss these ideals throughout this article. Then we briefly recall
what a triangulated category is and introduce homological ideals. Before we begin, we should
point out that the choice of ideal is important because all our homological notions depend on it.
It seems to be a matter of experimentation and experience to find the right ideal for a given
purpose.

3.1.1 Generalities about ideals in additive categories

All categories we consider will be additive, that is, they have a zero object and finite direct
products and coproducts which agree, and the morphism spaces carry Abelian group structures
such that the composition is additive in each variable ([22]).

Definition 24. Let C be an additive category. We write C(A,B) for the group of morphisms
A→ B in C, and A ∈∈ C to denote that A is an object of the category C.

Definition 25. An ideal I in C is a family of subgroups I(A,B) ⊆ C(A,B) for all A,B ∈∈ C

such that
C(C,D)◦I(B,C)◦C(A,B)⊆ I(A,D) for all A,B,C,D ∈∈ C.

We write I1 ⊆ I2 if I1(A,B) ⊆ I2(A,B) for all A,B ∈∈ C. Clearly, the ideals in C form
a complete lattice. The largest ideal C consists of all morphisms in C; the smallest ideal 0
contains only zero morphisms.

Definition 26. Let C and C′ be additive categories and let F : C→ C′ be an additive functor. Its
kernel kerF is the ideal in C defined by

kerF(A,B) := { f ∈ C(A,B) | F( f ) = 0}.
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This should be distinguished from the kernel on objects, consisting of all objects with
F(A)∼= 0, which is used much more frequently. This agrees with the class of kerF-contractible
objects that we introduce below.

Definition 27. Let I⊆ C be an ideal. Its quotient category C/I has the same objects as C and
morphism groups C(A,B)

/
I(A,B).

The quotient category is again additive, and the obvious functor F : C→ C/I is additive
and satisfies kerF = I. Thus any ideal I ⊆ C is of the form kerF for a canonical additive
functor F .

The additivity of C/I and F depends on the fact that any ideal I is compatible with finite
products in the following sense: the natural isomorphisms

C(A,B1×B2)
∼=−→ C(A,B1)×C(A,B2), C(A1×A2,B)

∼=−→ C(A1,B)×C(A2,B)

restrict to isomorphisms

I(A,B1×B2)
∼=−→ I(A,B1)×I(A,B2), I(A1×A2,B)

∼=−→ I(A1,B)×I(A2,B).

3.1.2 Examples of ideals

Example 4. Let KK be the Kasparov category, whose objects are the separable C∗-algebras
and whose morphism spaces are the Kasparov groups KK0(A,B), with the Kasparov product
as composition. Let AbZ/2 be the category of Z/2-graded Abelian groups. Both categories are
evidently additive.

K-theory is an additive functor K∗ : KK→ AbZ/2. We let IK := kerK∗ (as in (6)). Thus
IK(A,B)⊆ KK(A,B) is the kernel of the natural map

γ : KK(A,B)→ Hom
(
K∗(A),K∗(B)

)
:= ∏

n∈Z/2
Hom

(
Kn(A),Kn(B)

)
.

There is another interesting ideal in KK, namely, the kernel of a natural map

κ : IK(A,B)→ Ext
(
K∗(A),K∗+1(B)

)
:= ∏

n∈Z/2
Ext
(
Kn(A),Kn+1(B)

)
due to Lawrence Brown (see [35]), whose definition we now recall. We represent f ∈
KK(A,B)∼= Ext

(
A,C0(R,B)

)
by a C∗-algebra extension C0(R,B)⊗K� E� A. This yields

an exact sequence
K1(B) // K0(E) // K0(A)

f∗
��

K1(A)

f∗

OO

K1(E)oo K0(B).oo

(8)

The vertical maps in (8) are the two components of γ( f ). If f ∈ IK(A,B), then (8) splits into
two extensions of Abelian groups, which yield an element κ( f ) in Ext

(
K∗(A),K∗+1(B)

)
.

Example 5. Let G be a second countable, locally compact group. Let KKG be the associated
equivariant Kasparov category; its objects are the separable G-C∗-algebras and its morphism
spaces are the groups KKG(A,B), with the Kasparov product as composition. If H ⊆ G is a



64 Ralf Meyer

closed subgroup, then there is a restriction functor ResH
G : KKG→ KKH , which simply forgets

part of the equivariance.
If F is a set of closed subgroups of G, we define an ideal V C F ⊆ KKG by

V C F (A,B) := { f ∈ KKG(A,B) | ResH
G( f ) = 0 for all H ∈F}

as in (7). Of course, the condition ResH
G( f ) = 0 is supposed to hold in KKH(A,B). We are

mainly interested in the case where F is the family of all compact subgroups of G and simply
denote the ideal by V C in this case.

This ideal arises if we try to compute G-equivariant homology theories in terms of
H-equivariant homology theories for H ∈F . The ideal V C is closely related to the approach
to the Baum–Connes assembly map in [26].

Many readers will prefer to work in categories of spectra of, say, G-CW-complexes. We
do not introduce these categories here because the author happens to be more familiar with
Kasparov theory than with spectra; but it shoud be clear enough that spectra of G-CW-complexes
support similar restriction functors, which provide analogues of the ideals V C F .

Finally, we consider a classical example from homological algebra.

Example 6. Let C be an Abelian category. Let Ho(A) be the homotopy category of unbounded
chain complexes

· · · →Cn
δn−→Cn−1

δn−1−−→Cn−2
δn−2−−→Cn−3→ ···

over C. The space of morphisms A→ B in Ho(C) is the space [A,B] of homotopy classes of
chain maps A→ B.

Taking homology defines functors Hn : Ho(C)→ C for n ∈ Z, which we combine to a
single functor H∗ : Ho(C)→ CZ. We let IH ⊆ Ho(C) be its kernel:

IH(A,B) := { f ∈ [A,B] | H∗( f ) = 0}. (9)

We also consider the category Ho(C;Z/p) of p-periodic chain complexes over C for
p ∈ N≥1; its objects satisfy Cn = Cn+p and δn = δn+p for all n ∈ Z, and chain maps and
homotopies are required p-periodic as well. The category Ho(C;Z/2) plays a role in connection
with cyclic cohomology, especially with local cyclic cohomology ([31], [24]). The category
Ho(C;Z/1) is isomorphic to the category of chain complexes without grading. By convention,
we let Z/0 = Z, so that Ho(C;Z/0) = Ho(C).

The homology of a periodic chain complex is, of course, periodic, so that we get a
homological functor H∗ : Ho(C;Z/p)→ CZ/p; here CZ/p denotes the category of Z/p-graded
objects of C. We let IH ⊆ Ho(C;Z/p) be the kernel of H∗ as in (9).

Definition 28. A stable additive category is an additive category equipped with an (additive)
automorphism Σ : C→ C, called suspension.

A stable homological functor is a homological functor F : T→ C into a stable Abelian
category C together with natural isomorphisms F

(
ΣT(A)

)∼= ΣC

(
F(A)

)
for all A ∈∈ T.

Example 7. The category CZ/p of Z/p-graded objects of an Abelian category C is stable for any
p∈N; the suspension automorphism merely shifts the grading. The functors K∗ : KK→AbZ/2

and H∗ : Ho(C;Z/p)→ CZ/p introduced in Examples 4 and 6 are stable homological functors.

If F : T→ C is any homological functor, then

F∗ : T→ CZ, A 7→
(
Fn(A)

)
n∈Z
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is a stable homological functor. Many of our examples satisfy Bott periodicity, that is, there is a
natural isomorphism F2(A)∼= F(A). Then we get a stable homological functor F∗ : T→ CZ/2.
A typical example for this is the functor K∗.

Examples 7 and 3 show that the functors that define the ideals kerγ in Example 4, V C F

in Example 5, and IH in Example 6 are all stable and either homological or exact.

3.1.3 The universal homological functor

The following general construction of Peter Freyd ([14]) plays an important role in [3]. For
an additive category C, let Fun(Cop,Ab) be the category of contravariant additive functors
Cop→ Ab, with natural transformations as morphisms. Unless C is essentially small, this is
not quite a category because the morphisms may form classes instead of sets. We may ignore
this set-theoretic problem because the bivariant Kasparov categories that we are interested in
are essentially small, and the subcategory Coh(C) of Fun(Cop,Ab) defined below is an honest
category for any C.

The category Fun(Cop,Ab) is Abelian: if f : F1→ F2 is a natural transformation, then its
kernel, cokernel, image, and co-image are computed pointwise on the objects of C, so that they
boil down to the corresponding constructions with Abelian groups.

The Yoneda embedding is an additive functor

Y : C→ Fun(Cop,Ab), B 7→ C( ,B).

This functor is fully faithful, and there are natural isomorphisms

Hom(Y(B),F)∼= F(B) for all F ∈∈ Fun(Cop,Ab), B ∈∈ C

by the Yoneda Lemma. A functor F ∈∈ Fun(Cop,Ab) is called representable if it is isomorphic
to Y(B) for some B ∈∈ C. Hence Y yields an equivalence of categories between C and the
subcategory of representable functors in Fun(Cop,Ab).

A functor F ∈∈ Fun(Cop,Ab) is called finitely presented if there is an exact sequence
Y(B1)→ Y(B2)→ F → 0 with B1,B2 ∈∈ C. Since Y is fully faithful, this means that F is the
cokernel of Y( f ) for a morphism f in C.

Definition 29. We let Coh(C) be the full subcategory of finitely presented functors in
Fun(Cop,Ab).

Since representable functors belong to Coh(C), we still have a Yoneda embedding Y : C→
Coh(C). Although the category Coh(C) tends to be very big and therefore unwieldy, it plays an
important theoretical role.

Theorem 11 (Freyd’s Theorem). Let T be a triangulated category.
Then Coh(T) is a stable Abelian category that has enough projective and enough injective

objects, and the projective and injective objects coincide.
The functor Y : T→ Coh(T) is fully faithful, stable, and homological. Its essential range

Y(T) consists of projective-injective objects. Conversely, an object of Coh(T) is projective-
injective if and only if it is a retract of an object of Y(T).

The functor Y is the universal (stable) homological functor in the following sense: any
(stable) homological functor F : T→ C′ to a (stable) Abelian category C′ factors uniquely as
F = F̄ ◦Y for a (stable) exact functor F : Coh(T)→ C′.

If idempotents in T split – as in all our examples – then Y(T) is closed under retracts, so
that Y(T) is equal to the class of projective-injective objects in Coh(T).
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3.1.4 Homological ideals in triangulated categories

Let T be a triangulated category, let C be a stable additive category, and let F : T→ C be a
stable homological functor. Then kerF is a stable ideal in the following sense:

Definition 30. An ideal I⊆ T is called stable if the suspension isomorphisms Σ : T(A,B)
∼=−→

T(ΣA,ΣB) for A,B ∈∈ T restrict to isomorphisms

Σ : I(A,B)
∼=−→ I(ΣA,ΣB).

If I is stable, then there is a unique suspension automorphism on T/I for which the
canonical functor T→ T/I is stable. Thus the stable ideals are exactly the kernels of stable
additive functors.

Definition 31. An ideal I⊆ T in a triangulated category is called homological if it is the kernel
of a stable homological functor.

Remark 1. Freyd’s Theorem shows that Y induces a bijection between (stable) exact functors
Coh(T)→ C′ and (stable) homological functors T→ C′ because F̄ ◦Y is homological if
F̄ : Coh(T)→ C′ is exact. Hence the notion of homological functor is independent of the
triangulated category structure on T because the Yoneda embedding Y : T→ Coh(T) does
not involve any additional structure. Hence the notion of homological ideal only uses the
suspension automorphism, not the class of exact triangles.

All the ideals considered in §3.1.2 except for kerκ in Example 4 are kernels of stable
homological functors or exact functors. Those of the first kind are homological by definition. If
F : T→ T′ is an exact functor between two triangulated categories, then Y◦F : T→ Coh(T′)
is a stable homological functor with kerY◦F = kerF by Freyd’s Theorem 11. Hence kernels
of exact functors are homological as well.

Is any homological ideal the kernel of an exact functor? This is not the case:

Proposition 6. Let Der(Ab) be the derived category of the category Ab of Abelian groups.
Define the ideal IH ⊆Der(Ab) as in Example 6. This ideal is not the kernel of an exact functor.

We postpone the proof to the end of §3.2.1 because it uses the machinery of §3.2.1.
It takes some effort to characterise homological ideals because T/I is almost never Abelian.

The results in [3, §2–3] show that an ideal is homological if and only if it is saturated in the
notation of [3]. We do not discuss this notion here because most ideals that we consider are ob-
viously homological. The only example where we could profit from an abstract characterisation
is the ideal kerκ in Example 4.

There is no obvious homological functor whose kernel is kerκ because κ is not a functor
on KK. Nevertheless, kerκ is the kernel of an exact functor; the relevant functor is the functor
KK→ UCT, where UCT is the variant of KK that satisfies the Universal Coefficient Theorem
in complete generality. This functor can be constructed as a localisation of KK (see [26]). The
Universal Coefficient Theorem implies that its kernel is exactly kerκ .
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3.2 From homological ideals to derived functors

Various notions from homological algebra still make sense in the context of homological ideals
in triangulated categories. Our discussion mostly follows [1], [3], [8], [13]. Once we have a
stable homological functor F : T→ C, it is not surprising that we can do a certain amount of
homological algebra in T. For instance, we may call a chain complex of objects of T F-exact
if F maps it to an exact chain complex in C; and we may call an object F-projective if F maps
it to a projective object in C. But are these definitions reasonable?

We propose that a reasonable homological notion should depend only on the ideal kerF .
We will see that the notion of F-exact chain complex is reasonable and only depends on kerF .
In contrast, the notion of projectivity above depends on F and is only reasonable in special
cases. There is another, more useful, notion of projective object that depends only on the ideal
kerF .

All our definitions involve only the ideal, not a stable homological functor that defines it.
We reformulate them in terms of an exact or a stable homological functor defining the ideal in
order to understand what they mean in concrete cases. Following [13], we construct projective
objects using adjoint functors.

The most sophisticated concept in this subsection is the universal I-exact functor, which
gives us complete control over projective resolutions and derived functors. We can usually
describe such functors very concretely.

3.2.1 Basic notions

We introduce some useful terminology related to an ideal:

Definition 32. Let I be a homological ideal in a triangulated category T.

• Let f : A→ B be a morphism in T; embed it in an exact triangle A
f−→ B

g−→C h−→ ΣA. We
call f

– I-monic if h ∈ I;
– I-epic if g ∈ I;
– an I-equivalence if it is both I-monic and I-epic, that is, g,h ∈ I;
– an I-phantom map if f ∈ I.

• An object A ∈∈ T is called I-contractible if idA ∈ I(A,A).

• An exact triangle A
f−→ B

g−→C h−→ ΣA in T is called I-exact if h ∈ I.

The notions of monomorphism (or monic morphism) and epimorphism (or epic morphism)
– which can be found in any book on category theory such as [22] – are categorical ways to
express injectivity or surjectivity of maps of sets. A morphism in an Abelian category that is
both monic and epic is invertible.

The classes of I-phantom maps, I-monomorphisms, I-epimorphisms, and of I-exact
triangles determine each other uniquely because we can embed any morphism in an exact
triangle in any position. It is a matter of taste which of these is considered most fundamental.
Following Daniel Christensen ([8]), we favour the phantom maps. Other authors prefer exact
triangles instead ([1], [3], [13]). Of course, the notion of an I-phantom map is redundant; it
becomes more relevant if we consider, say, the class of I-exact triangles as our basic notion.

Notice that f is I-epic or I-monic if and only if − f is. If f is I-epic or I-monic, then so
are Σ n( f ) for all n ∈ Z because I is stable. Similarly, (signed) suspensions of I-exact triangles
remain I-exact triangles.



68 Ralf Meyer

Lemma 1. Let F : T→ C be a stable homological functor into a stable Abelian category C.

• A morphism f in T is
– a kerF-phantom map if and only if F( f ) = 0;
– kerF-monic if and only if F( f ) is monic;
– kerF-epic if and only if F( f ) is epic;
– a kerF-equivalence if and only if F( f ) is invertible.

• An object A ∈∈ T is kerF-contractible if and only if F(A) = 0.
• An exact triangle A→ B→C→ ΣA is kerF-exact if and only if

0→ F(A)→ F(B)→ F(C)→ 0

is a short exact sequence in C.

Proof. Sequences in C of the form X 0−→Y
f−→ Z or X

f−→Y 0−→ Z are exact at Y if and only if f is

monic or epic, respectively. Moreover, a sequence of the form X 0−→ Y → Z→U 0−→W is exact
if and only if 0→ Y → Z→U → 0 is exact.

Combined with the long exact homology sequences for F and suitable exact triangles, these
observations yield the assertions about monomorphisms, epimorphisms, and exact triangles.
The description of equivalences and contractible objects follows. ut

Now we specialise these notions to the ideal IK ⊆ KK of Example 4, replacing IK by K in
our notation to avoid clutter.

• Let f ∈ KK(A,B) and let K∗( f ) : K∗(A)→ K∗(B) be the induced map. Then f is
– a K-phantom map if and only if K∗( f ) = 0;
– K-epic if and only if K∗( f ) is surjective;
– K-monic if and only if K∗( f ) is injective;
– a K-equivalence if and only if K∗( f ) is invertible.

• A C∗-algebra A ∈∈ KK is K-contractible if and only if K∗(A) = 0.
• An exact triangle A→ B→C→ ΣA in KK is K-exact if and only if

0→ K∗(A)→ K∗(B)→ K∗(C)→ 0

is a short exact sequence (of Z/2-graded Abelian groups).

Similar things happen for the other ideals in §3.1.2 that are naturally defined as kernels of
stable homological functors.

Remark 2. It is crucial for the above theory that we consider functors that are both stable and
homological. Everything fails if we drop either assumption and consider functors such as K0(A)
or Hom

(
Z/4,K∗(A)

)
.

Lemma 2. An object A ∈∈ T is I-contractible if and only if 0: 0→ A is an I-equivalence. A
morphism f in T is an I-equivalence if and only if its cone is I-contractible.

Thus the classes of I-equivalences and of I-contractible objects determine each other.
But they do not allow us to recover the ideal itself. For instance, the ideals IK and kerκ in
Example 4 have the same contractible objects and equivalences.
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Proof. Recall that the cone of f is the object C that fits in an exact triangle A
f−→ B→C→ ΣA.

The long exact sequence for this triangle yields that F( f ) is invertible if and only if F(C) = 0,
where F is some stable homological functor F with kerF = I. Now the second assertion
follows from Lemma 1. Since the cone of 0→ A is A, the first assertion is a special case of the
second one. ut

Many ideals are defined as kerF for an exact functor F : T→ T′ between triangulated
categories. We can also use such a functor to describe the above notions:

Lemma 3. Let T and T′ be triangulated categories and let F : T→ T′ be an exact functor.

• A morphism f ∈ T(A,B) is
– a kerF-phantom map if and only if F( f ) = 0;
– kerF-monic if and only if F( f ) is (split) monic.
– kerF-epic if and only if F( f ) is (split) epic;
– a kerF-equivalence if and only if F( f ) is invertible.

• An object A ∈∈ T is kerF-contractible if and only if F(A) = 0.
• An exact triangle A → B → C → ΣA is kerF-exact if and only if the exact triangle

F(A)→ F(B)→ F(C)→ F(ΣA) in T′ splits.

We will explain the notation during the proof.

Proof. A morphism f : X → Y in T′ is called split epic (split monic) if there is g : Y → X

with f ◦ g = idY (g ◦ f = idX ). An exact triangle X
f−→ Y

g−→ Z h−→ ΣX is said to split if h = 0.
This immediately yields the characterisation of kerF-exact triangles. Any split triangle is
isomorphic to a direct sum triangle, so that f is split monic and g is split epic ([29, Corollary
1.2.7]). Conversely, either of these conditions implies that the triangle splits.

Since the kerF-exact triangles determine the kerF-epimorphisms and kerF-monomor-
phisms, the latter are detected by F( f ) being split epic or split monic, respectively. It is clear
that split epimorphisms and split monomorphisms are epimorphisms and monomorphisms,
respectively. The converse holds in a triangulated category because if we embed a monomor-
phism or epimorphism in an exact triangle, then one of the maps is forced to vanish, so that the
exact triangle splits.

Finally, a morphism is invertible if and only if it is both split monic and split epic, and the
zero map F(A)→ F(A) is invertible if and only if F(A) = 0. ut

We may also prove Lemma 1 using the Yoneda embedding Y : T′→ Coh(T′). The asser-
tions about phantom maps, equivalences, and contractibility boil down to the observation that Y
is fully faithful. The assertions about monomorphisms and epimorphisms follow because a map
f : A→ B in T′ becomes epic (monic) in Coh(T′) if and only if it is split epic (monic) in T′.

There is a similar description for
⋂

kerFi for a set {Fi} of exact functors. This applies
to the ideal V C F for a family of subgroups F in a locally compact group G (Example 5).
Replacing V C F by F in our notation to avoid clutter, we get:

• A morphism f ∈ KKG(A,B) is
– an F -phantom map if and only if ResH

G( f ) = 0 in KKH for all H ∈F ;
– F -epic if and only if ResH

G( f ) is (split) epic in KKH for all H ∈F ;
– F -monic if and only if ResH

G( f ) is (split) monic in KKH for all H ∈F ;
– an F -equivalence if and only if ResH

G( f ) is a KKH -equivalence for all H ∈F .
• A G-C∗-algebra A ∈∈ KKG is F -contractible if and only if ResH

G(A)∼= 0 in KKH for all
H ∈F .
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• An exact triangle A→ B→C→ ΣA in KKG is F -exact if and only if

ResH
G(A)→ ResH

G(B)→ ResH
G(C)→ Σ ResH

G(A)

is a split exact triangle in KKH for all H ∈F .

Lemma 3 allows us to prove that the ideal IH in Der(Ab) cannot be the kernel of an exact
functor:

Proof (of Proposition 6). We embed Ab→ Der(Ab) as chain complexes concentrated in
degree 0. The generator τ ∈ Ext(Z/2,Z/2) corresponds to the extension of Abelian groups
Z/2� Z/4� Z/2, where the first map is multiplication by 2 and the second map is the
natural projection. We get an exact triangle

Z/2→ Z/4→ Z/2 τ−→ Z/2[1]

in Der(Ab). This triangle is IH-exact because the map Z/2→ Z/4 is injective as a group
homomorphism and hence IH-monic in Der(Ab).

Assume there were an exact functor F : Der(Ab)→ T′ with kerF = IH. Then F(τ) = 0,
so that F maps our triangle to a split triangle and F(Z/4)∼= F(Z/2)⊕F(Z/2) by Lemma 3.
It follows that F(2 · idZ/4) = 2 · idF(Z/4) = 0 because 2 · idF(Z/2) = F(2 · idZ/2) = 0. Hence
2 · idZ/4 ∈ kerF = IH, which is false. This contradiction shows that there is no exact functor F
with kerF = IH. ut

One of the most interesting questions about an ideal is whether all I-contractible objects
vanish or, equivalently, whether all I-equivalences are invertible. These two questions are
equivalent by Lemma 2. The answer is negative for the ideal IK ⊆ KK because the Universal
Coefficient Theorem does not hold for arbitrary separable C∗-algebras. If G is an amenable
group, then V C -equivalences in KKG are invertible; this follows from the proof of the Baum–
Connes conjecture for these groups by Nigel Higson and Gennadi Kasparov (see [26]). These
examples show that this question is subtle and may involve difficult analysis.

3.2.2 Exact chain complexes

We are going to extend to chain complexes the notion of I-exactness, which we have only
defined for exact triangles so far. Our definition differs from Beligiannis’ one ([1], [3]), which
we recall first.

Let T be a triangulated category and let I be a homological ideal in T.

Definition 33. A chain complex

C• := (· · · →Cn+1
dn+1−−→Cn

dn−→Cn−1
dn−1−−→Cn−2→ ···)

in T is called I-decomposable if there is a sequence of I-exact triangles

Kn+1
gn−→Cn

fn−→ Kn
hn−→ ΣKn+1

with dn = gn−1 ◦ fn : Cn→Cn−1.

Such complexes are called I-exact in [1], [3]. This definition is inspired by the following
well-known fact: a chain complex over an Abelian category is exact if and only if it splits into
short exact sequences of the form Kn�Cn� Kn−1 as in Definition 33.

We prefer another definition of exactness because we have not found a general explicit
criterion for a chain complex to be I-decomposable.
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Definition 34. Let C• = (Cn,dn) be a chain complex over T. For each n ∈ N, embed dn in an
exact triangle

Cn
dn−→Cn−1

fn−→ Xn
gn−→ ΣCn. (10)

We call C• I-exact in degree n if the map Xn
gn−→ ΣCn

Σ fn+1−−−→ ΣXn+1 belongs to I(Xn,ΣXn+1).
This does not depend on auxiliary choices because the exact triangles in (10) are unique up to
(non-canonical) isomorphism.

We call C• I-exact if it is I-exact in degree n for all n ∈ Z.

This definition is designed to make the following lemma true:

Lemma 4. Let F : T→ C be a stable homological functor into a stable Abelian category C

with kerF = I. A chain complex C• over T is I-exact in degree n if and only if

F(Cn+1)
F(dn+1)−−−−→ F(Cn)

F(dn)−−−→ F(Cn−1)

is exact at F(Cn).

Proof. The complex C• is I-exact in degree n if and only if the map

Σ
−1F(Xn)

Σ−1F(gn)−−−−−−→ F(Cn)
F( fn+1)−−−−→ F(Xn+1)

vanishes. Equivalently, the range of Σ−1F(gn) is contained in the kernel of F( fn+1). The long
exact sequences

· · · → Σ
−1F(Xn)

Σ−1F(gn)−−−−−−→ F(Cn)
F(dn)−−−→ F(Cn−1)→ ··· ,

· · · → F(Cn+1)
F(dn+1)−−−−→ F(Cn)

F( fn+1)−−−−→ F(Xn+1)→ ···

show that the range of Σ−1F(gn) and the kernel of F( fn+1) are equal to the kernel of F(dn) and
the range of F(dn+1), respectively. Hence C• is I-exact in degree n if and only if kerF(dn)⊆
rangeF(dn+1). Since dn ◦dn+1 = 0, this is equivalent to kerF(dn) = rangeF(dn+1). ut

Corollary 3. I-decomposable chain complexes are I-exact.

Proof. Let F : T→ C be a stable homological functor with kerF = I. If C• is I-decomposable,
then F(C•) is obtained by splicing short exact sequences in C. This implies that F(C•) is exact,
so that C• is I-exact by Lemma 4. ut

Example 8. For the ideal IK ⊆ KK, Lemma 4 yields that a chain complex C• over KK is
K-exact (in degree n) if and only if the chain complex

· · · → K∗(Cn+1)→ K∗(Cn)→ K∗(Cn−1)→ ·· ·

of Z/2-graded Abelian groups is exact (in degree n). Similar remarks apply to the other ideals
in §3.1.2 that are defined as kernels of stable homological functors.

As a trivial example, we consider the largest possible ideal I = T. This ideal is defined
by the zero functor. Lemma 4 or the definition yield that all chain complexes are T-exact. In
contrast, it seems hard to characterise the I-decomposable chain complexes, already for I = T.
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Lemma 5. A chain complex of length 3

· · · → 0→ A
f−→ B

g−→C→ 0→ ···

is I-exact if and only if there are an I-exact, exact triangle A′
f ′−→ B′

g′−→ C′ → ΣA′ and a
commuting diagram

A′
f ′ //

α∼
��

B′
g′ //

β∼
��

C′

γ∼
��

A
f // B

g // C

(11)

where the vertical maps α,β ,γ are I-equivalences. Furthermore, we can achieve that α and β

are identity maps.

Proof. Let F be a stable homological functor with I = kerF .
Suppose first that we are in the situation of (11). Lemma 1 yields that F(α), F(β ), and

F(γ) are invertible and that 0→ F(A′)→ F(B′)→ F(C′)→ 0 is a short exact sequence. Hence
so is 0→ F(A)→ F(B)→ F(C)→ 0. Now Lemma 4 yields that our given chain complex is
I-exact.

Conversely, suppose that we have an I-exact chain complex. By Lemma 4, this means
that 0→ F(A)→ F(B)→ F(C)→ 0 is a short exact sequence. Hence f : A→ B is I-monic.
Embed f in an exact triangle A→ B→C′→ ΣA. Since f is I-monic, this triangle is I-exact.
Let α = idA and β = idB. Since the functor T( ,C) is cohomological and g ◦ f = 0, we can
find a map γ : C′→C making (11) commute. The functor F maps the rows of (11) to short
exact sequences by Lemmas 4 and 1. Now the Five Lemma yields that F(γ) is invertible, so
that γ is an I-equivalence. ut

Remark 3. Lemma 5 implies that I-exact chain complexes of length 3 are I-decomposable.
We do not expect this for chain complexes of length 4. But we have not searched for a
counterexample.

Which chain complexes over T are I-exact for I = 0 and hence for any homological ideal?
The next definition provides the answer.

Definition 35. A chain complex C• over a triangulated category is called homologically exact
if F(C•) is exact for any homological functor F : T→ C.

Example 9. If A→ B→C→ ΣA is an exact triangle, then the chain complex

· · · → Σ
−1A→ Σ

−1B→ Σ
−1C→ A→ B→C→ ΣA→ ΣB→ ΣC→ ···

is homologically exact by the definition of a homological functor.

Lemma 6. Let F : T→ T′ be an exact functor between two triangulated categories. Let C• be
a chain complex over T. The following are equivalent:

(1) C• is kerF-exact in degree n;
(2) F(C•) is I-exact in degree n with respect to the zero ideal I = 0;
(3) the chain complex Y◦F(C•) in Coh(T′) is exact in degree n;
(4) F(C•) is homologically exact in degree n;
(5) the chain complexes of Abelian groups T′

(
A,F(C•)

)
are exact in degree n for all A ∈∈ T′.
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Proof. By Freyd’s Theorem 11, Y ◦F : T→ Coh(T′) is a stable homological functor with
kerF = ker(Y◦F). Hence Lemma 4 yields (1)⇐⇒ (3). Similarly, we have (2)⇐⇒ (3) because
Y : T′ → Coh(T′) is a stable homological functor with kerY = 0. Freyd’s Theorem 11 also
asserts that any homological functor F : T′→ C′ factors as F̄ ◦Y for an exact functor F̄ . Hence
(3)=⇒(4). Proposition 5 yields (4)=⇒(5). Finally, (5)⇐⇒ (3) because kernels and cokernels
in Coh(T′) are computed pointwise on objects of T′. ut

Remark 4. More generally, consider a set of exact functors Fi : T→ T′i. As in the proof of
the equivalence (1)⇐⇒ (2) in Lemma 6, we see that a chain complex C• is

⋂
kerFi-exact (in

degree n) if and only if the chain complexes Fi(C•) are exact (in degree n) for all i.

As a consequence, a chain complex C• over KKG for a locally compact group G is F -exact
if and only if ResH

G(C•) is homologically exact for all H ∈F .

Example 10. We exhibit an I-exact chain complex that is not I-decomposable for the ideal
I = 0. By Lemma 3, any 0-exact triangle is split. Therefore, a chain complex is 0-decomposable

if and only if it is a direct sum of chain complexes of the form 0→ Kn
id−→ Kn→ 0. Hence any

decomposable chain complex is contractible and therefore mapped by any homological functor
to a contractible chain complex. By the way, if idempotents in T split then a chain complex is
0-decomposable if and only if it is contractible.

As we have remarked in Example 9, the chain complex

· · · → Σ
−1C→ A→ B→C→ ΣA→ ΣB→ ΣC→ Σ

2A→ ·· ·

is homologically exact for any exact triangle A→ B→C→ ΣA. But such chain complexes
need not be contractible. A counterexample is the exact triangle Z/2→ Z/4→ Z/2→ ΣZ/2
in Der(Ab), which we have already used in the proof of Proposition 6. The resulting chain
complex over Der(Ab) cannot be contractible because H∗ maps it to a non-contractible chain
complex.

3.2.3 More homological algebra with chain complexes

Using our notion of exactness for chain complexes, we can do homological algebra in the
homotopy category Ho(T). We briefly sketch some results in this direction, assuming some
familiarity with more advanced notions from homological algebra. We will not use this later.

The I-exact chain complexes form a thick subcategory of Ho(T) because of Lemma 4. We
let Der := Der(T,I) be the localisation of Ho(T) at this subcategory and call it the derived
category of T with respect to I.

We let Der≥n and Der≤n be the full subcategories of Der consisting of chain complexes
that are I-exact in degrees < n and > n, respectively.

Theorem 12. The pair of subcategories Der≥0, Der≤0 forms a truncation structure (t-structure)
on Der in the sense of [2].

Proof. The main issue here is the truncation of chain complexes. Let C• be a chain complex
over T. We embed the map d0 in an exact triangle C0→C−1→ X → ΣC0 and let C≥0

• be the
chain complex

· · · →C2→C1→C0→C−1→ X → ΣC0→ ΣC−1→ ΣX → Σ
2C0→ ·· · .
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This chain complex is I-exact – even homologically exact – in negative degrees, that is,
C≥0
• ∈Der≥0. The triangulated category structure allows us to construct a chain map C≥0

• →C•
that is an isomorphism on Cn for n ≥ −1. Hence its mapping cone C≤−1

• is I-exact – even
contractible – in degrees ≥ 0, that is, C≤−1

• ∈∈Der≤−1. By construction, we have an exact
triangle

C≥0
• →C•→C≤−1

• → ΣC≥0
•

in Der.
We also have to check that there is no non-zero morphism C•→D• in Der if C• ∈∈Der≥0

and D• ∈∈Der≤−1. Recall that morphisms in Der are represented by diagrams C•
∼←− C̃•→D•

in Ho(T), where the first map is an I-equivalence. Hence C̃• ∈∈Der≥0 as well. We claim that
any chain map f : C̃≥0

• →D≤−1
• is homotopic to 0. Since the maps C̃≥0

• →C• and D•→D≤−1
•

are I-equivalences, any morphism C•→ D• vanishes in Der.
It remains to prove the claim. In a first step, we use that D≤−1

• is contractible in degrees
≥ 0 to replace f by a homotopic chain map supported in degrees < 0. In a second step, we
use that C̃≥0

• is homologically exact in the relevant degrees to recursively construct a chain
homotopy between f and 0. ut

Any truncation structure gives rise to an Abelian category, its core. In our case, we get the
full subcategory C⊆Der of all chain complexes that are I-exact except in degree 0. This is a
stable Abelian category, and the standard embedding T→ Ho(T) yields a stable homological
functor F : T→ C with kerF = I.

This functor is characterised uniquely by the following universal property: any (stable)
homological functor H : T→ C′ with I ⊆ kerH factors uniquely as H = H̄ ◦F for an exact
functor H̄ : C→ C′. We construct H̄ in three steps.

First, we lift H to an exact functor Ho(H) : Ho(T,I)→Ho(C′). Secondly, Ho(H) descends
to a functor Der(H) : Der(T,I)→Der(C′). Finally, Der(H) restricts to a functor H̄ : C→ C′

between the cores. Since I⊆ kerH, an I-exact chain complex is also kerH-exact. Hence Ho(H)
preserves exactness of chain complexes by Lemma 4. This allows us to construct Der(H) and
shows that Der(H) is compatible with truncation structures. This allows us to restrict it to
an exact functor between the cores. Finally, we use that the core of the standard truncation
structure on Der(C) is C. It is easy to see that we have H̄ ◦F = H.

Especially, we get an exact functor Der(F) : Der(T,I)→Der(C), which restricts to the
identity functor idC between the cores. Hence Der(F) is fully faithful on the thick subcategory
generated by C ⊆ Der(T,I). It seems plausible that Der(F) should be an equivalence of
categories under some mild conditions on I and T.

We will continue our study of the functor T→ C in §3.2.8. The universal property deter-
mines it uniquely. Beligiannis ([3]) has another, simpler construction.

3.2.4 Projective objects

Let I be a homological ideal in a triangulated category T.

Definition 36. A homological functor F : T→C is called I-exact if F( f ) = 0 for all I-phantom
maps f or, equivalently, I ⊆ kerF . An object A ∈∈ T is called I-projective if the functor
T(A, ) : T→ Ab is I-exact. Dually, an object B ∈∈ T is called I-injective if the functor
T( ,B) : T→ Abop is I-exact.

We write PI for the class of I-projective objects in T.
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The notions of projective and injective object are dual to each other: if we pass to the
opposite category Top with the canonical triangulated category structure and use the same
ideal Iop, then this exchanges the roles of projective and injective objects. Therefore, it suffices
to discuss one of these two notions in the following. We will only treat projective objects
because all the ideals in §3.1.2 have enough projective objects, but most of them do not have
enough injective objects.

Notice that the functor F is I-exact if and only if the associated stable functor F∗ : T→ CZ

is I-exact because I is stable.
Since we require F to be homological, the long exact homology sequence and Lemma 4

yield that the following conditions are all equivalent to F being I-exact:

• F maps I-epimorphisms to epimorphisms in C;
• F maps I-monomorphisms to monomorphisms in C;
• 0→ F(A)→ F(B)→ F(C)→ 0 is a short exact sequence in C for any I-exact triangle

A→ B→C→ ΣA;
• F maps I-exact chain complexes to exact chain complexes in C.

This specialises to equivalent definitions of I-projective objects.

Lemma 7. An object A ∈∈ T is I-projective if and only if I(A,B) = 0 for all B ∈∈ T.

Proof. If f ∈ I(A,B), then f = f∗(idA). This has to vanish if A is I-projective. Suppose,
conversely, that I(A,B) = 0 for all B ∈∈ T. If f ∈ I(B,B′), then T(A, f ) maps T(A,B) to
I(A,B′) = 0, so that T(A, f ) = 0. Hence A is I-projective. ut

An I-exact functor also has the following properties (which are strictly weaker than being
I-exact):

• F maps I-equivalences to isomorphisms in C;
• F maps I-contractible objects to 0 in C.

Again we may specialise this to I-projective objects.

Lemma 8. The class of I-exact homological functors T→ Ab or T→ Abop is closed under
composition with Σ±1 : T→ T, retracts, direct sums, and direct products. The class PI of
I-projective objects is closed under (de)suspensions, retracts, and possibly infinite direct sums
(as far as they exist in T).

Proof. The first assertion follows because direct sums and products of Abelian groups are
exact; the second one is a special case. ut

Definition 37. Let P⊆ T be a set of objects. We let (P)⊕ be the smallest class of objects of T

that contains P and is closed under retracts and direct sums (as far as they exist in T).

By Lemma 8, (P)⊕ consists of I-projective objects if P does. We say that P generates
all I-projective objects if (P)⊕ = PI. In examples, it is usually easier to describe a class of
generators in this sense.

Example 11. Suppose that G is discrete. Then the adjointness between induction and restriction
functors implies that all compactly induced objects are projective for the ideal V C . Even more,
the techniques that we develop below show that PV C = C I .
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3.2.5 Projective resolutions

Definition 38. Let I⊆ T be a homological ideal in a triangulated category and let A ∈∈ T. A
one-step I-projective resolution is an I-epimorphism π : P→ A with P∈∈PI. An I-projective
resolution of A is an I-exact chain complex

· · · δn+1−−→ Pn
δn−→ Pn−1

δn−1−−→ ·· · δ1−→ P0
δ0−→ A

with Pn ∈∈PI for all n ∈ N.
We say that I has enough projective objects if each A ∈∈ T has a one-step I-projective

resolution.

The following proposition contains the basic properties of projective resolutions, which are
familiar from the similar situation for Abelian categories.

Proposition 7. If I has enough projective objects, then any object of T has an I-projective
resolution (and vice versa).

Let P•→ A and P′•→ A′ be I-projective resolutions. Then any map A→ A′ may be lifted
to a chain map P• → P′•, and this lifting is unique up to chain homotopy. Two I-projective
resolutions of the same object are chain homotopy equivalent. As a result, the construction of
projective resolutions provides a functor

P : T→ Ho(T).

Let A
f−→ B

g−→ C h−→ ΣA be an I-exact triangle. Then there exists a canonical map
η : P(C)→ P(A)[1] in Ho(T) such that the triangle

P(A)
P( f )−−−→ P(B)

P(g)−−→ P(C)
η−→ P(A)[1]

in Ho(T) is exact; here [1] denotes the translation functor in Ho(T), which has nothing to do
with the suspension in T.

Proof. Let A ∈∈ T. By assumption, there is a one-step I-projective resolution δ0 : P0 → A,
which we embed in an exact triangle A1→ P0→ A→ ΣA1. Since δ0 is I-epic, this triangle is
I-exact. By induction, we construct a sequence of such I-exact triangles An+1→ Pn→ An→
ΣAn+1 for n ∈ N with Pn ∈∈P and A0 = A. By composition, we obtain maps δn : Pn→ Pn−1
for n≥ 1, which satisfy δn ◦δn+1 = 0 for all n≥ 0. The resulting chain complex

· · · → Pn
δn−→ Pn−1

δn−1−−→ Pn−2→ ·· · → P1
δ1−→ P0

δ0−→ A→ 0

is I-decomposable by construction and therefore I-exact by Corollary 3.
The remaining assertions are proved exactly as their classical counterparts in homological

algebra. We briefly sketch the arguments. Let P•→ A and P′•→ A′ be I-projective resolutions
and let f ∈ T(A,A′). We construct fn ∈ T(Pn,P′n) by induction on n such that the diagrams

P0
δ0 //

f0

�� ��@@@@@@@ A

f
��

P′0
δ ′0

// A′,

Pn
δn //

fn

��   BBBBBBBB Pn−1

fn−1

��
P′n

δ ′n

// P′n−1
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for n≥ 1 commute. We must check that this is possible. Since the chain complex P′•→ A is
I-exact and Pn is I-projective for all n≥ 0, the chain complexes

· · · → T(Pn,P′m)
(δ ′m)∗−−−→ T(Pn,P′m−1)→ ··· → T(Pn,P′0)

(δ ′0)∗−−−→ T(Pn,A)→ 0

are exact for all n ∈ N. This allows us to find the needed maps fn. By construction, these maps
form a chain map lifting f : A→ A′. Its uniqueness up to chain homotopy is proved similarly.
If we apply this unique lifting result to two I-projective resolutions of the same object, we get
the uniqueness of I-projective resolutions up to chain homotopy equivalence. Hence we get a
well-defined functor P : T→ Ho(T).

Now consider an I-exact triangle A→ B→ C → ΣA as in the third paragraph of the
lemma. Let X• be the mapping cone of some chain map P(A)→ P(B) in the homotopy class
P( f ). This chain complex is supported in degrees ≥ 0 and has I-projective entries because
Xn = P(A)n−1⊕P(B)n. The map X0 = 0⊕P(B)0→ B→C yields a chain map X•→C, that
is, the composite map X1→ X0→C vanishes. By construction, this chain map lifts the given
map B→C and we have an exact triangle P(A)→ P(B)→ X•→ P(A)[1] in Ho(T). It remains
to observe that X• → C is I-exact. Then X• is an I-projective resolution of C. Since such
resolutions are unique up to chain homotopy equivalence, we get a canonical isomorphism
X• ∼= P(C) in Ho(T) and hence the assertion in the third paragraph.

Let F be a stable homological functor with I = kerF . We have to check that F(X•)→ F(C)
is a resolution. This reduces to a well-known diagram chase in Abelian categories, using that
F
(
P(A)

)
→ F(A) and F

(
P(B)

)
→ F(B) are resolutions and that F(A)� F(B)� F(C) is

exact. ut

3.2.6 Derived functors

We only define derived functors if there are enough projective objects because this case is rather
easy and suffices for our applications. The general case can be reduced to the familiar case of
Abelian categories using the results of §3.2.3.

Definition 39. Let I be a homological ideal in a triangulated category T with enough projective
objects. Let F : T→ C be an additive functor with values in an Abelian category C. It induces a
functor Ho(F) : Ho(T)→Ho(C), applying F pointwise to chain complexes. Let P : T→Ho(T)
be the projective resolution functor constructed in Proposition 7. Let Hn : Ho(C)→ C be the
nth homology functor for some n ∈ N. The composite functor

LnF : T
P−→ Ho(T)

Ho(F)−−−−→ Ho(C) Hn−→ C

is called the nth left derived functor of F . If F : Top→ C is a contravariant additive functor,
then the corresponding functor Hn ◦Ho(F)◦P : Top→ C is denoted by RnF and called the nth
right derived functor of F .

More concretely, let A ∈∈ T and let (P•,δ•) be an I-projective resolution of A. If F is
covariant, then LnF(A) is the homology at F(Pn) of the chain complex

· · · → F(Pn+1)
F(δn+1)−−−−→ F(Pn)

F(δn)−−−→ F(Pn−1)→ ··· → F(P0)→ 0.

If F is contravariant, then RnF(A) is the cohomology at F(Pn) of the cochain complex

· · · ← F(Pn+1)
F(δn+1)←−−−− F(Pn)

F(δn)←−−− F(Pn−1)← ··· ← F(P0)← 0.
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Lemma 9. Let A→ B→C→ ΣA be an I-exact triangle. If F : T→ C is a covariant additive
functor, then there is a long exact sequence

· · · → LnF(A)→ LnF(B)→ LnF(C)→ Ln−1F(A)

→ ··· → L1F(C)→ L0F(A)→ L0F(B)→ L0F(C)→ 0.

If F : Top→ C is contravariant instead, then there is a long exact sequence

· · · ← RnF(A)← RnF(B)← RnF(C)← Rn−1F(A)

← ·· · ← R1F(C)← R0F(A)← R0F(B)← R0F(C)← 0.

Proof. This follows from the third assertion of Proposition 7 together with the well-known
long exact homology sequence for exact triangles in Ho(C). ut

Lemma 10. Let F : T→ C be a homological functor. The following assertions are equivalent:

(1) F is I-exact;
(2) L0F(A)∼= F(A) and LpF(A) = 0 for all p > 0, A ∈∈ T;
(3) L0F(A)∼= F(A) for all A ∈∈ T.

The analogous assertions for contravariant functors are equivalent as well.

Proof. If F is I-exact, then F maps I-exact chain complexes in T to exact chain complexes
in C. This applies to I-projective resolutions, so that (1)=⇒(2)=⇒(3). It follows from (3)
and Lemma 9 that F maps I-epimorphisms to epimorphisms. Since this characterises I-exact
functors, we get (3)=⇒(1). ut

It can happen that LpF = 0 for all p > 0 although F is not I-exact.
We have a natural transformation L0F(A)→ F(A) (or F(A)→R0F(A)), which is induced

by the augmentation map P•→ A for an I-projective resolution. Lemma 10 shows that these
maps are usually not bijective, although this happens frequently for derived functors on Abelian
categories.

Definition 40. We let ExtnT,I(A,B) be the nth right derived functor with respect to I of the
contravariant functor A 7→ T(A,B).

We have natural maps T(A,B)→ Ext0T,I(A,B), which usually are not invertible. Lemma 9
yields long exact sequences

· · · ← ExtnT,I(A,D)← ExtnT,I(B,D)← ExtnT,I(C,D)← Extn−1
T,I(A,D)←

·· · ← Ext1T,I(C,D)← Ext0T,I(A,D)← Ext0T,I(B,D)← Ext0T,I(C,D)← 0

for any I-exact, exact triangle A→ B→C→ ΣA and any D ∈∈ T.
We claim that there are similar long exact sequences

0→ Ext0T,I(D,A)→ Ext0T,I(D,B)→ Ext0T,I(D,C)→ Ext1T,I(D,A)→ ·· ·

→ Extn−1
T,I(D,C)→ ExtnT,I(D,A)→ ExtnT,I(D,B)→ ExtnT,I(D,C)→ ·· ·

in the second variable. Since P(D)n is I-projective, the sequences

0→ T(P(D)n,A)→ T(P(D)n,B)→ T(P(D)n,C)→ 0
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are exact for all n ∈ N. This extension of chain complexes yields the desired long exact
sequence.

We list a few more elementary properties of derived functors. We only spell things out for
the left derived functors LnF : T→ C of a covariant functor F : T→ C. Similar assertions hold
for right derived functors of contravariant functors.

The derived functors LnF satisfy I⊆ kerLnF and hence descend to functors LnF : T/I→
C because the zero map P(A)→ P(B) is a chain map lifting of f if f ∈ I(A,B). As a conse-
quence, LnF(A)∼= 0 if A is I-contractible. The long exact homology sequences of Lemma 9
show that LnF( f ) : LnF(A)→ LnF(B) is invertible if f ∈ T(A,B) is an I-equivalence.

Remark 5. The derived functors LnF are not homological and therefore do not deserve to be
called I-exact even though they vanish on I-phantom maps. Lemma 9 shows that these functors
are only half-exact on I-exact triangles. Thus LnF( f ) need not be monic (or epic) if f is
I-monic (or I-epic). The problem is that the I-projective resolution functor P : T→ Ho(T) is
not exact; it even fails to be stable.

The following remarks require a more advanced background in homological algebra and
are not going to be used in the sequel.

Remark 6. The derived functors introduced above, especially the Ext functors, can be inter-
preted in terms of derived categories.

We have already observed in §3.2.3 that the I-exact chain complexes form a thick subcate-
gory of Ho(T). The augmentation map P(A)→ A of an I-projective resolution of A ∈∈ T is a
quasi-isomorphism with respect to this thick subcategory. The chain complex P(A) is projective
(see [19]), that is, for any chain complex C•, the space of morphisms A→C• in the derived
category Der(T,I) agrees with [P(A),C•]. Especially, ExtnT,I(A,B) is the space of morphisms
A→ B[n] in Der(T,I).

Now let F : T → C be an additive covariant functor. Extend it to an exact functor
F̄ : Ho(T)→ Ho(C). It has a total left derived functor

LF̄ : Der(T,I)→Der(C), A 7→ F̄
(
P(A)

)
.

By definition, we have LnF(A) := Hn
(
LF̄(A)

)
.

Remark 7. In classical Abelian categories, the Ext groups form a graded ring, and the derived
functors form graded modules over this graded ring. The same happens in our context. The most
conceptual construction of these products uses the description of derived functors sketched in
Remark 6.

Recall that we may view elements of ExtnT,I(A,B) as morphisms A→ B[n] in the derived
category Der(T,I). Taking translations, we can also view them as morphisms A[m]→ B[n+m]
for any m ∈ Z. The usual composition in the category Der(T,I) therefore yields an associative
product

ExtnT,I(B,C)⊗ExtmT,I(A,B)→ Extn+m
T,I (A,C).

Thus we get a graded additive category with morphism spaces
(
ExtnT,I(A,B)

)
n∈N.

Similarly, if F : T → C is an additive functor and LF̄ : Der(T,I) → Der(C) is as in
Remark 7, then a morphism A→ B[n] in Der(T,I) induces a morphism LF̄(A)→ LF̄(B)[n]
in Der(C). Passing to homology, we get canonical maps

ExtnT,I(A,B)→ HomC

(
LFm(A),LFm−n(B)

)
∀m≥ n,
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which satisfy an appropriate associativity condition. For a contravariant functor, we get canoni-
cal maps

ExtnT,I(A,B)→ HomC

(
RFm(B),RFm+n(A)

)
∀m≥ 0.

3.2.7 Projective objects via adjointness

We develop a method for constructing enough projective objects. Let T and C be stable additive
categories, let F : T→ C be a stable additive functor, and let I := kerF . In our applications, T

is triangulated and the functor F is either exact or stable and homological.
Recall that a covariant functor R : T→ Ab is (co)representable if it is naturally isomorphic

to T(A, ) for some A ∈∈ T, which is then unique. If the functor B 7→ C
(
A,F(B)

)
on T is

representable, we write F†(A) for the representing object. By construction, we have natural
isomorphisms

T(F†(A),B)∼= C
(
A,F(B)

)
for all B ∈ T. Let C′ ⊆ C be the full subcategory of all objects A ∈∈ C for which F†(A) is
defined. Then F† is a functor C′→ T, which we call the (partially defined) left adjoint of F .
Although one usually assumes C = C′, we shall also need F† in cases where it is not defined
everywhere.

The functor B 7→ C
(
A,F(B)

)
for A ∈∈ C′ vanishes on I = kerF for trivial reasons. Hence

F†(A) ∈∈ T is I-projective. This simple observation is surprisingly powerful: as we shall see,
it often yields all I-projective objects.

Remark 8. We have F†(ΣA) ∼= ΣF†(A) for all A ∈∈ C′, so that Σ(C′) = C′. Moreover, F†

commutes with infinite direct sums (as far as they exist in T) because

T
(⊕

F†(Ai),B
)
∼= ∏T(F†(Ai),B)∼= ∏C

(
Ai,F(B)

)∼= C
(⊕

Ai,F(B)
)

.

Example 12. Consider the functor K∗ : KK→ AbZ/2. Let Z ∈∈ AbZ/2 denote the trivially
graded Abelian group Z. Notice that

Hom
(
Z,K∗(A)

)∼= K0(A)∼= KK(C,A),

Hom
(
Z[1],K∗(A)

)∼= K1(A)∼= KK(C0(R),A),

where Z[1] means Z in odd degree. Hence K†
∗(Z) = C and K†

∗(Z[1]) = C0(R). More generally,
Remark 8 shows that K†

∗(A) is defined if both the even and odd parts of A ∈∈ AbZ/2 are
countable free Abelian groups: it is a direct sum of at most countably many copies of C and
C0(R). Hence all such countable direct sums are IK-projective (we briefly say K-projective).
As we shall see, K†

∗ is not defined on all of AbZ/2; this is typical of homological functors.

Example 13. Consider the functor H∗ : Ho(C;Z/p)→ CZ/p of Example 6. Let j : CZ/p →
Ho(C;Z/p) be the functor that views an object of CZ/p as a p-periodic chain complex whose
boundary map vanishes.

A chain map j(A) → B• for A ∈∈ CZ/p and B• ∈∈ Ho(C;Z/p) is a family of maps
ϕn : An→ ker(dn : Bn→ Bn−1). Such a family is chain homotopic to 0 if and only if each ϕn
lifts to a map An→ Bn+1. Suppose that An is projective for all n ∈ Z/p. Then such a lifting
exists if and only if ϕn(An)⊆ dn+1(Bn+1). Hence

[ j(A),B•]∼= ∏
n∈Z/p

C
(
An,Hn(B•)

)∼= CZ/p(A,H∗(B•)
)
.
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As a result, the left adjoint of H∗ is defined on the subcategory of projective objects
P(C)Z/p ⊆ CZ/p and agrees there with the restriction of j. We will show in §3.2.9 that
P(C)Z/p is equal to the domain of definition of H†

∗ and that all IH-projective objects are of the
form H†

∗(A) (provided C has enough projective objects).

These examples show that F† yields many kerF-projective objects. We want to get enough
kerF-projective objects in this fashion, assuming that F† is defined on enough of C. In order to
treat ideals of the form

⋂
Fi, we now consider a more complicated setup. Let {Ci | i ∈ I} be a

set of stable homological or triangulated categories together with full subcategories PCi ⊆ Ci
and stable homological or exact functors Fi : T→ Ci for all i ∈ I. Assume that

• the left adjoint F†
i is defined on PCi for all i ∈ I;

• there is an epimorphism P→ Fi(A) in Ci with P ∈∈PCi for any i ∈ I, A ∈∈ T;
• the set of functors F†

i : PCi→T is cointegrable, that is,
⊕

i∈I F†
i (Bi) exists for all families

of objects Bi ∈PCi, i ∈ I.

The reason for the notation PCi is that for a homological functor Fi we usually take PCi to be
the class of projective objects of Ci; if Fi is exact, then we often take PCi = Ci. But it may be
useful to choose a smaller category, as long as it satisfies the second condition above.

Proposition 8. In this situation, there are enough I-projective objects, and PI is generated
by
⋃

i∈I{F
†
i (B) | B ∈PCi}. More precisely, an object of T is I-projective if and only if it is a

retract of
⊕

i∈I F†
i (Bi) for a family of objects Bi ∈PCi.

Proof. Let P̃0 :=
⋃

i∈I{F
†
i (B) | B ∈PCi} and P0 := (P̃0)⊕. To begin with, we observe that

any object of the form F†
i (B) with B∈∈PCi is kerFi-projective and hence I-projective because

I⊆ kerFi. Hence P0 consists of I-projective objects.
Let A ∈∈ T. For each i ∈ I, there is an epimorphism pi : Bi→ Fi(A) with Bi ∈PCi. The

direct sum B :=
⊕

i∈I F†
i (Bi) exists. We have B ∈∈ P0 by construction. We are going to

construct an I-epimorphism p : B→ A. This shows that there are enough I-projective objects.
The maps pi : Bi→ Fi(A) provide maps p̂i : F†

i (Bi)→ A via the adjointness isomorphisms
T(F†

i (Bi),A)∼= Ci
(
Bi,Fi(A)

)
. We let p := ∑ p̂i :

⊕
F†

i (Bi)→ A. We must check that p is an
I-epimorphism. Equivalently, p is kerFi-epic for all i ∈ I; this is, in turn equivalent to Fi(p)
being an epimorphism in Ci for all i ∈ I, because of Lemma 1 or 3. This is what we are going
to prove.

The identity map on F†
i (Bi) yields a map αi : Bi→ FiF

†
i (Bi) via the adjointness isomor-

phism T
(
F†

i (Bi),F
†
i (Bi)

)∼= Ci
(
Bi,FiF

†
i (Bi)

)
. Composing with the map

FiF
†
i (Bi)→ Fi

(⊕
F†

i (Bi)
)

= Fi(B)

induced by the coordinate embedding F†
i (Bi)→B, we get a map α ′i : Bi→Fi(B). The naturality

of the adjointness isomorphisms yields Fi(p̂i)◦αi = pi and hence Fi(p)◦α ′i = pi. The map pi
is an epimorphism by assumption. Now we use a cancellation result for epimorphisms: if f ◦g
is an epimorphism, then so is f . Thus Fi(p) is an epimorphism as desired.

If A is I-projective, then the I-epimorphism p : B→ A splits; to see this, embed p in an
exact triangle N→ B→ A→ ΣN and observe that the map A→ ΣN belongs to I(A,ΣN) = 0.
Therefore, A is a retract of B. Since P0 is closed under retracts and B ∈∈P0, we get A ∈∈P0.
Hence P̃0 generates all I-projective objects. ut
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3.2.8 The universal exact homological functor

For the following results, it is essential to define an ideal by a single functor F instead of a
family of functors as in Proposition 8.

Definition 41. Let I ⊆ T be a homological ideal. An I-exact stable homological functor
F : T→ C is called universal if any other I-exact stable homological functor G : T→ C′ factors
as Ḡ = G◦F for a stable exact functor Ḡ : C→ C′ that is unique up to natural isomorphism.

This universal property characterises F uniquely up to natural isomorphism. We have
constructed such a functor in §3.2.3. Beligiannis constructs it in [3, §3] using a localisation of the
Abelian category Coh(T) at a suitable Serre subcategory; he calls this functor projectivisation
functor and its target category Steenrod category. This notation is motivated by the special case
of the Adams spectral sequence. The following theorem allows us to check whether a given
functor is universal:

Theorem 13. Let T be a triangulated category, let I ⊆ T be a homological ideal, and let
F : T→ C be an I-exact stable homological functor into a stable Abelian category C; let PC

be the class of projective objects in C. Suppose that idempotent morphisms in T split.
The functor F is the universal I-exact stable homological functor and there are enough

I-projective objects in T if and only if

• C has enough projective objects;
• the adjoint functor F† is defined on PC;
• F ◦F†(A)∼= A for all A ∈∈PC.

Proof. Suppose first that F is universal and that there are enough I-projective objects. Then F
is equivalent to the projectivisation functor of [3]. The various properties of this functor listed
in [3, Proposition 4.19] include the following:

• there are enough projective objects in C;
• F induces an equivalence of categories PI

∼= PC (PI is the class of projective objects
in T);

• C
(
F(A),F(B)

)∼= T(A,B) for all A ∈∈PI, B ∈∈ T.

Here we use the assumption that idempotents in T split. The last property is equivalent to
F† ◦F(A)∼= A for all A ∈∈PI. Since PI

∼= PC via F , this implies that F† is defined on PC

and that F ◦F†(A)∼= A for all A ∈∈PC. Thus F has the properties listed in the statement of
the theorem.

Now suppose conversely that F has these properties. Let P′I ⊆ T be the essential range of
F† : PC→ T. We claim that P′I is the class of all I-projective objects in T. Since F ◦F† is
equivalent to the identity functor on PC by assumption, F |P′I and F† provide an equivalence
of categories P′I

∼= PC. Since C is assumed to have enough projectives, the hypotheses of
Proposition 8 are satisfied. Hence there are enough I-projective objects in T, and any object
of PI is a retract of an object of P′I. Idempotent morphisms in the category P′I

∼= PC

split because C is Abelian and retracts of projective objects are again projective. Hence P′I
is closed under retracts in T, so that P′I = PI. It also follows that F and F† provide an
equivalence of categories PI

∼= PC. Hence F† ◦F(A) ∼= A for all A ∈∈ PI, so that we get
C
(
F(A),F(B)

)∼= T(F† ◦F(A),B)∼= T(A,B) for all A ∈∈PI, B ∈∈ T.
Now let G : T→ C′ be a stable homological functor. We will later assume G to be I-exact,

but the first part of the following argument works in general. Since F provides an equivalence
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of categories PI
∼= PC, the rule Ḡ

(
F(P)

)
:= G(P) defines a functor Ḡ on PC. This yields a

functor Ho(Ḡ) : Ho(PC)→Ho(C′). Since C has enough projective objects, the construction of
projective resolutions provides a functor P : C→ Ho(PC). We let Ḡ be the composite functor

Ḡ : C
P−→ Ho(PC)

Ho(Ḡ)−−−−→ Ho(C′) H0−→ C′.

This functor is right-exact and satisfies Ḡ◦F = G on I-projective objects of T.
Now suppose that G is I-exact. Then we get Ḡ◦F = G for all objects of T because this

holds for I-projective objects. We claim that Ḡ is exact. Let A ∈∈ C. Since C has enough
projective objects, we can find a projective resolution of A. We may assume this resolution to
have the form F(P•) with P• ∈∈ Ho(PI) because F(PI) ∼= PC. Lemma 4 yields that P• is
I-exact except in degree 0. Since I ⊆ kerG, the chain complex P• is kerG-exact in positive
degrees as well, so that G(P•) is exact except in degree 0 by Lemma 4. As a consequence,
LpḠ(A) = 0 for all p > 0. We also have L0Ḡ(A) = Ḡ(A) by construction. Thus Ḡ is exact.

As a result, G factors as G = Ḡ ◦F for an exact functor Ḡ : C→ C′. It is clear that Ḡ is
stable. Finally, since C has enough projective objects, a functor on C is determined up to natural
equivalence by its restriction to projective objects. Therefore, our factorisation of G is unique
up to natural equivalence. Thus F is the universal I-exact functor. ut

Remark 9. Let P′C ⊆ PC be some subcategory such that any object of C is a quotient of a
direct sum of objects of P′C. Equivalently, (P′C)⊕ = PC. Theorem 13 remains valid if we
only assume that F† is defined on P′C and that F ◦F†(A) ∼= A holds for A ∈∈P′C because
both conditions are evidently hereditary for direct sums and retracts.

Theorem 14. In the situation of Theorem 13, the functors F and F† restrict to equivalences of
categories PI

∼= PC inverse to each other.
An object A ∈∈ T is I-projective if and only if F(A) is projective and

C
(
F(A),F(B)

)∼= T(A,B)

for all B ∈∈ T; following Ross Street [36], we call such objects F-projective. F(A) is projective
if and only if there is an I-equivalence P→ A with P ∈∈PI.

The functors F and F† induce bijections between isomorphism classes of projective resolu-
tions of F(A) in C and isomorphism classes of I-projective resolutions of A ∈∈ T in T.

If G : T→ C′ is any (stable) homological functor, then there is a unique right-exact (stable)
functor Ḡ : C→ C′ such that Ḡ◦F(P) = G(P) for all P ∈∈PI.

The left derived functors of G with respect to I and of Ḡ are related by natural isomorphisms
LnḠ◦F(A) = LnG(A) for all A ∈∈ T, n ∈ N. There is a similar statement for cohomological
functors, which specialises to natural isomorphisms

ExtnT,I(A,B)∼= ExtnC
(
F(A),F(B)

)
.

Proof. We have already seen during the proof of Theorem 13 that F restricts to an equivalence
of categories PI

∼=−→ PC, whose inverse is the restriction of F†, and that C
(
F(A),F(B)

) ∼=
T(A,B) for all A ∈∈PI, B ∈∈PC.

Conversely, if A is F-projective in the sense of Street, then A is I-projective because already
T(A,B)∼= C

(
F(A),F(B)

)
for all B ∈∈ T yields A∼= F† ◦F(A), so that A is I-projective; notice

that the projectivity of F(A) is automatic.
Since F maps I-equivalences to isomorphisms, F(A) is projective whenever there is an

I-equivalence P→ A with I-projective P. Conversely, suppose that F(A) is I-projective. Let
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P0 → A be a one-step I-projective resolution. Since F(A) is projective, the epimorphism
F(P0)→ F(A) splits by some map F(A)→ F(P0). The resulting map F(P0)→ F(A)→ F(P0)
is idempotent and comes from an idempotent endomorphism of P0 because F is fully faithful
on PI. Its range object P exists because we require idempotent morphisms in C to split. It
belongs again to PI, and the induced map F(P)→ F(A) is invertible by construction. Hence
we get an I-equivalence P→ A.

If C• is a chain complex over T, then we know already from Lemma 4 that C• is I-exact
if and only if F(C•) is exact. Hence F maps an I-projective resolution of A to a projective
resolution of F(A). Conversely, if P•→ F(A) is any projective resolution in C, then it is of the
form F(P̂•)→ F(A) where P̂• := F†(P•) and where we get the map P̂0 → A by adjointness
from the given map P0→ F(A). This shows that F induces a bijection between isomorphism
classes of I-projective resolutions of A and projective resolutions of F(A).

We have seen during the proof of Theorem 13 how a stable homological functor G : T→ C′

gives rise to a unique right-exact functor Ḡ : C→ C′ that satisfies Ḡ ◦F(P) = G(P) for all
P ∈∈ PI. The derived functors LnḠ

(
F(A)

)
for A ∈∈ T are computed by applying Ḡ to a

projective resolution of F(A). Since such a projective resolution is of the form F(P•) for
an I-projective resolution P•→ A and since Ḡ ◦F = G on I-projective objects, the derived
functors LnG(A) and LnḠ

(
F(A)

)
are computed by the same chain complex and agree. The

same reasoning applies to cohomological functors and yields the assertion about Ext. ut

Remark 10. The assumption that idempotents split is only needed to check that the universal
I-exact functor has the properties listed in Theorem 13. The converse directions of Theorem 13
and Theorem 14 do not need this assumption.

If T has countable direct sums or countable direct products, then idempotents in T auto-
matically split by [29, §1.3]. This covers categories such as KKG because they have countable
direct sums.

3.2.9 Derived functors in homological algebra

Now we study the kernel IH of the homology functor H∗ : Ho(C;Z/p)→ CZ/p introduced
Example 6. We get exactly the same statements if we replace the homotopy category by its
derived category and study the kernel of H∗ : Der(C;Z/p)→ CZ/p. We often abbreviate IH
to H and speak of H-epimorphisms, H-exact chain complexes, H-projective resolutions, and so
on. We denote the full subcategory of H-projective objects in Ho(C;Z/p) by PH.

We assume that the underlying Abelian category C has enough projective objects. Then the
same holds for CZ/p, and we have P(CZ/p)∼= (PC)Z/p. That is, an object of CZ/p is projective
if and only if its homogeneous pieces are.

Theorem 15. The category Ho(C;Z/p) has enough H-projective objects, and the functor
H∗ : Ho(C;Z/p)→ CZ/p is the universal H-exact stable homological functor. Its restriction
to PH provides an equivalence of categories PH ∼= PCZ/p. More concretely, a chain complex
in Ho(C;Z/p) is H-projective if and only if it is homotopy equivalent to one with vanishing
boundary map and projective entries.

The functor H∗ maps isomorphism classes of H-projective resolutions of A in Ho(C;Z/p)
bijectively to isomorphism classes of projective resolutions of H∗(A) in CZ/p. We have

ExtnHo(C;Z/p),IH
(A,B)∼= ExtnC

(
H∗(A),H∗(B)

)
.

Let F : C→ C′ be some covariant additive functor and define
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F̄ : Ho(C;Z/p)→ Ho(C′;Z/p)

by applying F entrywise. Then LnF̄(A) ∼= LnF
(
H∗(A)

)
for all n ∈ N. Similarly, we have

RnF̄(A)∼= RnF
(
H∗(A)

)
if F is a contravariant functor.

Proof. The category CZ/p has enough projective objects by assumption. We have already seen
in Example 13 that H†

∗ is defined on PCZ/p; this functor is denoted by j in Example 13. It is
clear that H∗ ◦ j(A)∼= A for all A ∈∈ CZ/p. Now Theorem 13 shows that H∗ is universal. We
do not need idempotent morphisms in Ho(C;Z/p) to split by Remark 10. ut

Remark 11. Since the universal I-exact functor is essentially unique, the universality of
H∗ : Der(C;Z/p) → CZ/p means that we can recover this functor and hence the stable
Abelian category CZ/p from the ideal IH ⊆Der(C;Z/p). That is, the ideal IH and the functor
H∗ : Der(C;Z/p)→ CZ/p contain exactly the same amount of information.

For instance, if we forget the precise category C by composing H∗ with some faithful
functor C→ C′, then the resulting homology functor Ho(C;Z/p)→ C′ still has kernel IH. We
can recover CZ/p by passing to the universal I-exact functor.

We compare this with the situation for truncation structures ([2]). These cannot exist for
periodic categories such as Der(C;Z/p) for p≥ 1. Given the standard truncation structure on
Der(C), we can recover the Abelian category C as its core; we also get back the homology
functors Hn : Der(C)→ C for all n ∈ Z. Conversely, the functor H∗ : Der(C)→ CZ together
with the grading on CZ tells us what it means for a chain complex to be exact in degrees ≥ 0 or
≤ 0 and thus determines the truncation structure. Hence the standard truncation structure on
Der(C) contains the same amount of information as the functor H∗ : Der(C)→ CZ together
with the grading on CZ.

3.3 Universal Coefficient Theorems

First we study the ideal IK := kerK∗ ⊆ KK of Example 4. We complete our analysis of this
example and explain the Universal Coefficient Theorem for KK in our framework. We call
IK-projective objects and IK-exact functors briefly K-projective and K-exact and let PK ⊆KK
be the class of K-projective objects.

Let Ab
Z/2
c ⊆AbZ/2 be the full subcategory of countable Z/2-graded Abelian groups. Since

the K-theory of a separable C∗-algebra is countable, we may view K∗ as a stable homological
functor K∗ : KK→ Ab

Z/2
c .

Theorem 16. There are enough K-projective objects in KK, and the universal K-exact func-
tor is K∗ : KK→ Ab

Z/2
c . It restricts to an equivalence of categories between PK and the

full subcategory Ab
Z/2
fc ⊆ Ab

Z/2
c of Z/2-graded countable free Abelian groups. A separable

C∗-algebra belongs to PK if and only if it is KK-equivalent to
⊕

i∈I0
C⊕

⊕
i∈I1

C0(R) where
the sets I0, I1 are at most countable.

If A ∈∈ KK, then K∗ maps isomorphism classes of K-projective resolutions of A in KK
bijectively to isomorphism classes of free resolutions of K∗(A). We have

ExtnKK,IK
(A,B)∼=


Hom

AbZ/2

(
K∗(A),K∗(B)

)
for n = 0;

Ext1
AbZ/2

(
K∗(A),K∗(B)

)
for n = 1;

0 for n≥ 2.
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Let F : KK→ C be some covariant additive functor; then there is a unique right-exact
functor F̄ : Ab

Z/2
c →C with F̄ ◦K∗ = F. We have LnF = (LnF̄)◦K∗ for all n∈N; this vanishes

for n≥ 2. Similar assertions hold for contravariant functors.

Proof. Notice that Ab
Z/2
c ⊆ AbZ/2 is an Abelian category. We shall denote objects of AbZ/2

by pairs (A0,A1) of Abelian groups. By definition, (A0,A1) ∈∈ Ab
Z/2
fc if and only if A0 and A1

are countable free Abelian groups, that is, they are of the form A0 = Z[I0] and A1 = Z[I1] for at
most countable sets I0, I1. It is well-known that any Abelian group is a quotient of a free Abelian
group and that subgroups of free Abelian groups are again free. Moreover, free Abelian groups
are projective. Hence Ab

Z/2
fc is the subcategory of projective objects in Ab

Z/2
c and any object

G ∈∈ Ab
Z/2
c has a projective resolution of the form 0→ F1→ F0� G with F0,F1 ∈∈ Ab

Z/2
fc .

This implies that derived functors on Ab
Z/2
c only occur in dimensions 1 and 0.

As in Example 12, we see that K†
∗ is defined on Ab

Z/2
fc and satisfies

K†
∗
(
Z[I0],Z[I1]

)∼=⊕
i∈I0

C⊕
⊕
i∈I1

C0(R)

if I0, I1 are countable. We also have K∗ ◦K†
∗
(
Z[I0],Z[I1]

)∼= (Z[I0],Z[I1]
)
, so that the hypothe-

ses of Theorem 13 are satisfied. Hence there are enough K-projective objects and K∗ is universal.
The remaining assertions follow from Theorem 14 and our detailed knowledge of the homolog-
ical algebra in Ab

Z/2
c . ut

Example 14. Consider the stable homological functor

F : KK→ Ab
Z/2
c , A 7→ K∗(A⊗B)

for some B ∈∈ KK, where ⊗ denotes, say, the spatial C∗-tensor product. We claim that the
associated right-exact functor Ab

Z/2
c → Ab

Z/2
c is

F̄ : Ab
Z/2
c → Ab

Z/2
c , G 7→ G⊗K∗(B).

It is easy to check F ◦K†
∗(G) ∼= G⊗K∗(B) ∼= F̄(G) for G ∈∈ Ab

Z/2
fc . Since the functor G 7→

G⊗K∗(B) is right-exact and agrees with F̄ on projective objects, we get F̄(G) = G⊗K∗(B)
for all G ∈∈ Ab

Z/2
c . Hence the derived functors of F are

LnF(A)∼=


K∗(A)⊗K∗(B) for n = 0;
Tor1(K∗(A),K∗(B)

)
for n = 1;

0 for n≥ 2.

Here we use the same graded version of Tor as in the Künneth Theorem ([4]).

Example 15. Consider the stable homological functor

F : KK→ AbZ/2, B 7→ KK∗(A,B)

for some A ∈∈ KK. We suppose that A is a compact object of KK, that is, the functor F
commutes with direct sums. Then KK∗

(
A,K†

∗(G)
) ∼= KK∗(A,C)⊗G for all G ∈∈ Ab

Z/2
fc

because this holds for G = (Z,0) and is inherited by suspensions and direct sums. Now we get
F̄(G)∼= KK∗(A,C)⊗G for all G ∈∈ Ab

Z/2
c as in Example 14. Therefore,
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LnF(B)∼=


KK∗(A,C)⊗K∗(B) for n = 0;
Tor1(KK∗(A,C),K∗(B)

)
for n = 1;

0 for n≥ 2.

Generalising Examples 14 and 15, we have F̄(G)∼= F(C)⊗G and hence

LnF(B)∼=

{
F(C)⊗K∗(B) for n = 0,
Tor1(F(C),K∗(B)

)
for n = 1,

for any covariant functor F : KK→ C that commutes with direct sums.
Similarly, if F : KKop→ C is contravariant and maps direct sums to direct products, then

F̄(G)∼= Hom(G,F(C)) and

RnF(B)∼=

{
Hom

(
K∗(B),F(C)

)
for n = 0,

Ext1
(
K∗(B),F(C)

)
for n = 1.

The description of ExtnKK,IK
in Theorem 16 is a special case of this.

3.3.1 Universal Coefficient Theorem in the hereditary case

In general, we need spectral sequences in order to relate the derived functors LnF back to F .
Here we concentrate on the simple case where we have projective resolutions of length 1,
so that the spectral sequence degenerates to a short exact sequence. The following universal
coefficient theorem is very similar to but slightly more general than [3, Theorem 4.27] because
we do not require all I-equivalences to be invertible.

Theorem 17. Let T be a triangulated category and let I ⊆ T be a homological ideal. Let
A ∈∈ T have an I-projective resolution of length 1. Suppose also that T(A,B) = 0 for all
I-contractible B. Let F : T→ C be a homological functor, F̃ : Top → C a cohomological
functor, and B ∈∈ T. Then there are natural short exact sequences

0→ L0F∗(A)→ F∗(A)→ L1F∗−1(A)→ 0,

0→ R1F̃∗−1(A)→ F̃∗(A)→ R0F̃∗(A)→ 0,

0→ Ext1T,I(ΣA,B)→ T(A,B)→ Ext0T,I(A,B)→ 0.

Example 16. For the ideal IK ⊆ KK, any object has a K-projective resolution of length 1 by
Theorem 16. The other hypothesis of Theorem 17 holds if and only if A satisfies the Universal
Coefficient Theorem (UCT). The UCT for KK(A,B) predicts KK(A,B) = 0 if K∗(B) = 0.
Conversely, if this is the case, then Theorem 17 applies, and our description of ExtKK,IK in
Theorem 16 yields the UCT for KK(A,B) for all B. This yields our claim.

Thus the UCT for KK(A,B) is a special of Theorem 17. In the situations of Examples 14
and 15, we get the familiar Künneth Theorems for K∗(A⊗B) and KK∗(A,B). These arguments
are very similar to the original proofs (see [4]). Our machinery allows us to treat other situations
in a similar fashion.

Proof (of Theorem 17). We only write down the proof for homological functors. The cohomo-
logical case is dual and contains T( ,B) as a special case.

Let 0→ P1
δ1−→ P0

δ0−→ A be an I-projective resolution of length 1 and view it as an I-exact
chain complex of length 3. Lemma 5 yields a commuting diagram
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P1
δ1 // P0

δ̃0 // Ã

α

��
P1

δ1 // P0
δ0 // A,

such that the top row is part of an I-exact, exact triangle P1 → P0 → Ã→ ΣP1 and α is an
I-equivalence. We claim that α is an isomorphism in T.

We embed α in an exact triangle Σ−1B → Ã α−→ A
β−→ B. Lemma 2 shows that B is

I-contractible because α is an I-equivalence. Hence T(A,B) = 0 by our assumption on A. This
forces β = 0, so that our exact triangle splits: A∼= Ã⊕B. Then T(B,B)⊆ T(A,B) vanishes as
well, so that B∼= 0. Thus α is invertible.

We get an exact triangle in T of the form P1
δ1−→ P0

δ0−→ A→ ΣP1 because any triangle
isomorphic to an exact one is itself exact.

Now we apply F . Since F is homological, we get a long exact sequence

· · · → F∗(P1)
F∗(δ1)−−−→ F∗(P0)→ F∗(A)→ F∗−1(P1)

F∗−1(δ1)−−−−−→ F∗−1(P0)→ ·· · .

We cut this into short exact sequences of the form

coker
(
F∗(δ1)

)
� F∗(A)� ker

(
F∗−1(δ1)

)
.

Since cokerF∗(δ1) = L0F∗(A) and kerF∗(δ1) = L1F∗(A), we get the desired exact sequence.
The map L0F∗(A)→ F∗(A) is the canonical map induced by δ0. The other map F∗(A)→
L1F∗−1(A) is natural for all morphisms between objects with an I-projective resolution of
length 1 by Proposition 7. ut

The proof shows that – in the situation of Theorem 17 – we have

Ext0T,I(A,B)∼= T/I(A,B), Ext1T,I(A,B)∼= I(A,ΣB).

More generally, we can construct a natural map I(A,ΣB)→ Ext1T,I(A,B) for any homological
ideal, using the I-universal homological functor F : T→ C. We embed f ∈ I(A,ΣB) in an
exact triangle B→C→ A→ ΣB. We get an extension[

F(B)� F(C)� F(A)
]
∈∈ Ext1C

(
F(A),F(B)

)
because this triangle is I-exact. This class κ( f ) in Ext1C

(
F(A),F(B)

)
does not depend on

auxiliary choices because the exact triangle B→C→ A→ ΣB is unique up to isomorphism.
Theorem 14 yields Ext1T,I(A,B)∼= Ext1C

(
F(A),F(B)

)
because F is universal. Hence we get a

natural map
κ : I(A,ΣB)→ Ext1T,I(A,B).

We may view κ as a secondary invariant generated by the canonical map

T(A,B)→ Ext0T,I(A,B).

For the ideal IK, we get the same map κ as in Example 4.
An Abelian category with enough projective objects is called hereditary if any subobject

of a projective object is again projective. Equivalently, any object has a projective resolution of
length 1. This motivates the following definition:
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Definition 42. A homological ideal I in a triangulated category T is called hereditary if any
object of T has a projective resolution of length 1.

If I is hereditary and if I-equivalences are invertible, then Theorem 17 applies to all A∈∈T

(and vice versa).

Example 17. As another example, consider the ideal V C ⊆ KKZ for the group Z. Here the
family of subgroups only contains the trivial one. Theorem 7 shows that Theorem 17 applies to
all objects of KKZ. The resulting extensions are equivalent to the Pimsner–Voiculescu exact
sequence. To see this, first cut the latter into two short exact sequences involving the kernel
and cokernel of α∗−1. Then notice that the latter coincide with the group homology of the
induced action of Z on K∗(A).

3.3.2 The Adams resolution

Let I be an ideal in a triangulated category and let P be its class of projective objects. We assume
that I has enough projective objects. Let A ∈∈ T. Write A = B0 and let ΣB1→ P0→ B0→ B1
be a one-step I-projective resolution of A = B0. Similarly, let ΣB2→ P1→ B1→ B2 be a one-
step I-projective resolution of B1. Repeating this process we obtain objects Bn ∈∈ T, Pn ∈P

for n ∈N with B0 = A and morphisms β n+1
n ∈ I(Bn,Bn+1), πn ∈ T(Pn,Bn), αn ∈ T1(Bn+1,Pn)

that are part of distinguished triangles

ΣBn+1
αn−→ Pn

πn−→ Bn
β n+1

n−−−→ Bn+1 (12)

for all n ∈ N. Thus the maps πn are I-epic for all n ∈ N. We can assemble these data in a
diagram

A = B0
β 1

0 // B1
β 2

1 //

α0
��

B2
β 3

2 //

α1
��

B3 //

α2
��

· · ·

P0

π0

__???????
P1

π1

[[8888888
P2

π2

[[8888888
· · ·

\\8888888

called an Adams resolution of A. We also let

β
n
m := β

n
n−1 ◦ · · · ◦β

m+1
m : Bm→ Bn

for all n≥ m (by convention, β m
m = id). We have β n

m ∈ In−m(Bm,Bn), that is, β n
m is a product

of n−m factors in I.
We are particularly interested in the maps β n := β n

0 : A→ Bn for n ∈ N. Taking a mapping
cone of β n we obtain a distinguished triangle

ΣBn
σn−→Cn

ρn−→ A
β n

−→ Bn (13)

for each n, which is determined uniquely by β n up to non-canonical isomorphism. Applying
the octahedral axiom (TR4) of [37] or, equivalently, [29, Proposition 1.4.12], we get maps
γn+1

n : Cn→Cn+1 and νn : Cn+1→ Pn that are part of morphisms of distinguished triangles



90 Ralf Meyer

ΣBn
σn //

Σβ n+1
n

��

Cn
ρn //

γn+1
n

��

A
β n
// Bn

β n+1
n

��
ΣBn+1

σn+1 // Cn+1
ρn+1 //

νn

��

A
β n+1
//

β n

��

Bn+1

ΣBn+1
αn+1 // Pn

πn // Bn
β n+1

n // Bn+1

(14)

and of a distinguished triangle

ΣPn
σn◦Σπn−−−−→Cn

γn+1
n−−→Cn+1

νn−→ Pn. (15)

It follows by induction on n that Cn ∈Pn for all n ∈ N. Since β n ∈ In by construction, the
distinguished triangle (13) shows that ρn : Cn→ A is a one-step In-projective resolution.

3.3.3 Spectral sequences from the Adams resolution

The Adams resolution gives rise to an exact couple and thus to a spectral sequence in a canonical
way (our reference for exact couples and spectral sequences is [21]). We let F : T→ Ab be
a contravariant cohomological functor and define Fn(A) := F(Σ nA) for n ∈ Z. We define
Z×N-graded Abelian groups

Dpq
1 := F p+q(Bp), E pq

1 := F p+q(Pp),

and homomorphisms

ipq
1 := F∗(β p

p−1) : Dp,q
1 → Dp−1,q+1

1 ,

jpq
1 := F∗(πp) : Dp,q

1 → E p,q
1 ,

kpq
1 := F∗(αp) : E p,q

1 → Dp+1,q
1

of bidegree
deg i1 = (−1,1), deg j1 = (0,0), degk1 = (1,0).

Since F is cohomological, we get long exact sequences for the distinguished triangles (12).
This means that (D1,E1, i1, j1,k1) is an exact couple. As in [21, Section XI.5] we form the
derived exact couples (Dr,Er, ir, jr,kr) for r ∈ N≥2 and let dr = jrkr : Er → Er. The map dr
has bidegree (r,1− r) and the data (Er,dr) define a cohomological spectral sequence.

Now consider instead a covariant homological functor F : T→ Ab.
Let Fn(A) := F(Σ nA) for n ∈ Z and define Z×N-graded Abelian groups

D1
pq := Fp+q(Bp), E1

pq := Fp+q(Pp)

and homomorphisms

i1pq := F∗(β p+1
p ) : D1

p,q→ D1
p+1,q−1,

j1pq := F∗(αp) : D1
p,q→ E1

p−1,q.

k1
pq := F∗(πp) : E1

p,q→ D1
p,q
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of bidegree
deg i1 = (1,−1), deg j1 = (−1,0), degk1 = (0,0).

This is an exact couple because F is homological. We form derived exact couples (Dr,Er, ir, jr,kr)
for r ∈ N≥2 and let dr = jrkr . This map has bidegree (−r,r−1), so that (Er,dr) is a homolog-
ical spectral sequence.

The boundary maps d1 and d1 in the above spectral sequences are induced by the composi-
tion

δn := αn ◦Σπn+1 : ΣPn+1→ Pn.

Letting δ−1 := π0 : P0→ A, we obtain a chain complex

A
δ0←− P0

δ1←− ΣP1
δ2←− Σ

2P2
δ3←− Σ

3P3
δ4←− ·· ·

in T. This is an I-projective resolution of A.
Let F : T→ Ab be a covariant functor. By construction, we have

E2
pq
∼= Hp

(
Fq(Σ•P•,δ•)

)∼= LpFp+q(A).

Thus the second tableau of our spectral sequence comprises the derived functors of suspensions
of F .

We do not analyse the convergence of the above spectral sequence here in detail. In general,
we cannot hope for convergence towards F(A) itself because the derived functors vanish if A is
I-contractible, but F(A) need not vanish. Thus we should replace F by LF right away. Under
mild conditions, the spectral sequence converges towards LF .
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Algebraic v. topological K-theory: a friendly match
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1 Introduction

These notes evolved from the lecture notes of a minicourse given in Swisk, the Sedano Winter
School on K-theory held in Sedano, Spain, during the week January 22–27 of 2007, and from
those of a longer course given in the University of Buenos Aires, during the second half of
2006. They intend to be an introduction to K-theory, with emphasis in the comparison between
its algebraic and topological variants. We have tried to keep as elementary as possible. Section
2 introduces Kn for n ≤ 1. Elementary properties such as matrix stability and excision are
discussed. Section 3 is concerned with topological K-theory of Banach algebras; its excision
property is derived from the excision sequence for algebraic K0 and K1. Cuntz’ proof of Bott
periodicity for C∗-algebras, via the C∗-Toeplitz extension, is sketched. In the next section we
review Karoubi-Villamayor K-theory, which is an algebraic version of Ktop, and has some
formally similar properties, such as (algebraic) homotopy invariance, but does not satisfy
excision in general. Section 5 discusses KH, Weibel’s homotopy K-theory, which is introduced
in a purely algebraic, spectrum-free manner. Several of its properties, including excision,
homotopy invariance and the fundamental theorem, are proved. The parallelism between Bott
periodicity and the fundamental theorem for KH is emphasized by the use of the algebraic
Toeplitz extension in the proof of the latter. Quillen’s higher K-theory is introduced in Section
6, via the plus construction of the classifying space of the general linear group. This is the first
place where some algebraic topology is needed. The “décalage” formula KnΣR = Kn−1R via
Karoubi’s suspension is proved, and some some of the deep results of Suslin and Wodzicki
on excision are discussed. Then the fundamental theorem for K-theory is reviewed, and its
formal connection to Bott periodicity via the algebraic Toeplitz extension is established. The
next section is the first of three devoted to the comparison between algebraic and topological
K-theory of topological algebras. Using Higson’s homotopy invariance theorem, and the
excision results of Suslin and Wodzicki, we give proofs of the C∗- and Banach variants
of Karoubi’s conjecture, that algebraic and topological K-theory become isomorphic after
stabilizing with respect to the ideal of compact operators (theorems of Suslin-Wodzicki and
Wodzicki, respectively). Section 8 defines two variants of topological K-theory for locally

∗ Work for this notes was partly supported by FSE and by grants PICT03-12330, UBACyT-
X294, VA091A05, and MTM00958.
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convex algebras: KV dif and KD which are formally analogue to KV and KH. Some of their
basic properties are similar and derived with essentially the same arguments as their algebraic
counterparts. We also give a proof of Bott periodicity for KD of locally convex algebras
stabilized by the algebra of smooth compact operators. The proof uses the locally convex
Toeplitz extension, and is modelled on Cuntz’ proof of Bott periodicity for his bivariant K-
theory of locally convex algebras. In Section 9 we review some of the results of [13]. Using
the homotopy invariance theorem of Cuntz and Thom, we show that KH and KD agree on
locally convex algebras stabilized by Fréchet operator ideals. The spectra for Quillen’s and
Weibel’s K-theory, and the space for Karoubi-Villamayor K-theory are introduced in Section
10, where also the primary and secondary characters going from K-theory to cyclic homology
are reviewed. The technical results of this section are used in the next, where we again deal with
the comparison between algebraic and topological K-theory of locally convex algebras. We
give proofs of the Fréchet variant of Karoubi’s conjecture (due to Wodzicki), and of the 6-term
exact sequence of [13], which relates algebraic K-theory and cyclic homology to topological
K-theory of a stable locally convex algebra.

2 The groups Kn for n≤ 1.

Notation. Throughout these notes, A,B,C will be rings and R,S,T will be rings with unit.

2.1 Definition and basic properties of K j for j = 0,1.

Let R be a ring with unit. Write MnR for the matrix ring. Regard MnR⊂Mn+1R via

a 7→
[

a 0
0 0

]
(1)

Put

M∞R =
∞⋃

n=1
MnR

Note M∞R is a ring (without unit). We write IdemnR and Idem∞R for the set of idempotent
elements of MnR and M∞R. Thus

M∞R⊃ Idem∞R =
∞⋃

n=1
IdemnR.

We write GLnR = (MnR)∗ for the group of invertible matrices. Regard GLnR⊂ GLn+1R via

g 7→
[

g 0
0 1

]
Put

GLR :=
∞⋃

n=1
GLnR.

Note GLR acts by conjugation on M∞R, Idem∞R and, of course, GLR.
For a,b ∈M∞R there is defined a direct sum operation
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a⊕b :=


a1,1 0 a1,2 0 a1,3 0 . . .

0 b1,1 0 b1,2 0 b1,3 . . .
a2,1 0 a2,2 0 a2,3 0 . . .

...
...

...
...

...
...

. . .

 . (2)

We remark that if a,b ∈MpR then a⊕b ∈M2pR and is conjugate, by a permutation matrix, to
the usual direct sum [

a 0
0 b

]
.

One checks that ⊕ is associative and commutative up to conjugation. Thus the coinvariants
under the conjugation action

I(R) := ((Idem∞R)GLR,⊕)

form an abelian monoid.

Exercise 2.1.1. The operation (2) can be described as follows. Consider the decomposition
N = N0 tN1 into even and odd positive integers; write φi for the bijection φi : N → Ni,
φi(n) = 2n− i i = 0,1. The map φi induces an R-module monomorphism

φi : R(N) :=
∞⊕

n=1
R→ R(Ni) ⊂ R(N), en 7→ eφi(n).

We abuse notation and also write φi for the matrix of this homomorphism with respect to the
canonical basis and φ t

i for its transpose. Check the formula

a⊕b = φ0aφ
t
0 +φ1aφ

t
1.

Observe that the same procedure can be applied to any decomposition N = N′0 tN′1 into
two infinite disjoint subsets and any choice of bijections φ ′i : N→ N′i, to obtain an operation
⊕φ ′ : M∞R×M∞R→ M∞R. Verify that the operation so obtained defines the same monoid
structure on the coinvariants (M∞R)GLR, and thus also on I(R).

Lemma 2.1.2. Let M be an abelian monoid. Then there exist an abelian group M+ and a
monoid homomorphism M→M+ such that if M→ G is any other such homomorphism, then
there exists a unique group homomorphism M+→ G such that

M //

!!BBBBBBBB M+

��
G

commutes.

Proof. Let F = Z(M) be the free abelian group on one generator em for each m ∈M, and let
S⊂ F be the subgroup generated by all elements of the form em1 + em2 − em1+m2 . One checks
that M+ = F/S satisfies the desired properties. ut

Definition 2.1.3.

K0(R) := I(R)+

K1(R) :=
GLR

[GLR,GLR]
= (GLR)ab.

Here [, ] denotes the commutator subgroup, and the subscript ab indicates abelianization.
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Propostion 2.1.4. (see [44, Section 2.1])
• [GLR,GLR] = ER :=< 1 + aei, j : a ∈ R, i 6= j >, the subgroup of GLR generated by

elementary matrices.
• If α ∈ GLnR then [

α 0
0 α−1

]
∈ E2nR (Whitehead’s Lemma).

(Here E2nR = ER∩GL2nR). ut
As a consequence of Whitehead’s lemma above, if β ∈ GLnR, then

αβ =
[

αβ 0
0 1n×n

]
=
[

α 0
0 β

][
β 0
0 β−1

]
(3)

≡α⊕β -modER.

Exercise 2.1.5. Let R be a unital ring, and let φ ′ and ⊕φ ′ be as in Exercise 2.1.1. Prove that
⊕φ ′ and ⊕ define the same operation in K1(R), which coincides with the product of matrices.

Let r ≥ 1. Then
pr = 1r×r ∈ Idem∞R.

Because pr⊕ ps = pr+s, the assignment r 7→ pr defines a monoid homomorphism N→ I(R).
Applying the group completion functor we obtain a group homomorphism

Z= N+→ I(R)+ = K0R. (4)

Similarly, the inclusion R∗ = GL1R⊂ GLR induces a homomorphism

R∗ab→ K1R. (5)

Example 2.1.6. If F is a field, and e ∈ Idem∞F is of rank r, then e is conjugate to pr; moreover
pr and ps are conjugate ⇐⇒ r = s. Thus (4) is an isomorphism in this case. Assume more
generally that R is commutative. Then (4) is a split monomorphism. Indeed, there exists a
surjective unital homomorphism R� F onto a field F ; the induced map K0(R)→ K0(F) = Z
is a left inverse of (4). Similarly, for commutative R, the homomorphism (5) is injective, since
it is split by the map det : K1R→ R∗ induced by the determinant.

Example 2.1.7. The following are examples of rings for which the maps (4) and (5) are
isomorphisms (see [44, Ch.1§3, Ch.2§2,§3]): fields, division rings, principal ideal domains and
local rings. Recall that a ring R is a local ring if the subset R\R∗ of noninvertible elements is
an ideal of R. For instance if k is a field, then the k-algebra k[ε] := k⊕ kε with ε2 = 0 is a local
ring. Indeed k[ε]∗ = k∗+ kε and k[ε]\k[ε]∗ = kε / k[ε].

Example 2.1.8. Here is an example of a local ring involving operator theory. Let H be a
separable Hilbert space over C; put B = B(H) for the algebra of bounded operators. Write
K ⊂ B for the ideal of compact operators, and F for that of finite rank operators. The
Riesz-Schauder theorem from elementary operator theory implies that if λ ∈ C∗ and T ∈K
then there exists an f ∈F such that λ + T + f is invertible in B. In fact one checks that if
F ⊂ I ⊂K is an ideal of B such that T ∈ I then the inverse of λ +T + f is again in C⊕ I.
Hence the ring

RI := C⊕ I/F

is local, and thus K0(RI) = Z.
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Remark 2.1.9. (K0 from projective modules) In the literature, K0 of a unital ring is often defined
in terms of finitely generated projective modules. This approach is equivalent to ours, as we
shall see presently. If R is a unital ring and e ∈ IdemnR, then left multiplication by e defines a
right module homomorphism Rn = Rn×1→ Rn with image eRn. Similarly (1− e)Rn ⊂ Rn is a
submodule, and we have a direct sum decomposition

Rn = eRn⊕ (1− e)Rn.

Hence eRn is a finitely generated projective module, as it is a direct summand of a finitely
generated free R-module. Note every finitely generated projective right R-module arises in
this way for some n and some e ∈ IdemnR. Moreover, one checks that if e ∈ IdemnR and
f ∈ IdemmR, then the modules eRn and f Rm are isomorphic if and only if the images of e and
f in Idem∞R define the same class in I(R) (see [44, Lemma 1.2.1]). Thus we have a natural
bijection from the monoid I(R) to the set P(R) of isomorphism classes of finitely generated
projective modules; further, one checks that the direct sum of idempotents corresponds to the
direct sum of modules. Hence the monoids I(R) and P(R) are isomorphic, and therefore they
have the same group completion:

K0(R) = I(R)+ = P(R)+.

Additivity.

If R1 and R2 are unital rings, then M∞(R1×R2)→M∞R1×M∞R2 is an isomorphism. It follows
from this that the natural map induced by the projections R1×R2→ Ri is an isomorphism:

K j(R1×R2)→ K jR1⊕K jR2 ( j = 0,1).

Application: extension to nonunital rings.

If A is any (not necessarily unital) ring, then the abelian group Ã = A⊕Z equipped with the
multiplication

(a+n)(b+m) := ab+nm (a,b ∈ A, n,m ∈ Z) (6)

is a unital ring, with unit element 1 ∈ Z, and Ã→ Z, a+n 7→ n, is a unital homomorphism. Put

K j(A) := ker(K jÃ→ K jZ) ( j = 0,1).

If A happens to have a unit, we have two definitions for K jA. To check that they are the same,
one observes that the map

Ã→ A×Z, a+n 7→ (a+n ·1,n) (7)

is a unital isomorphism. One verifies that, under this isomorphism, Ã→ Z identifies with the
projection A×Z→ Z, and ker(K j(Ã)→ K jZ) with ker(K jA⊕K jZ→ K jZ) = K jA. Note that
the same procedure works to extend any additive functor of unital rings unambiguously to all
rings.

Notation. We write Ass for the category of rings and ring homomorphisms, and Ass1 for the
subcategory of unital rings and unit preserving ring homomorphisms.
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Remark 2.1.10. The functor GL : Ass1→Grp preserves products. Hence it extends to all rings
by

GL(A) := ker(GL(Ã)→ GLZ)
It is a straightforward exercise to show that, with this definition, GL becomes a left exact
functor in Ass; thus if A/B is an ideal embedding, then GL(A) = ker(GL(B)→ GL(B/A)). It
is straightforward from this that the group K1A defined above can be described as

K1A = GL(A)/E(Ã)∩GL(A) (8)

A little more work shows that E(Ã)∩GL(A) is the smallest normal subgroup of E(Ã) which
contains the elementary matrices 1+aei, j with a ∈ A (see [44, 2.5]).

Matrix stability.

Let R be a unital ring and n≥ 2. A choice of bijection φ :N×N≤n∼=N gives a ring isomorphism
φ : M∞(MnR)∼= M∞(R) which induces, for j = 0,1, a group isomorphism φ j : K j(MnR)∼= K jR.
Next, consider the decomposition N=N′0tN′1, N′0 = φ(N×{1}), N′1 = φ(N×N<n\N×{1}).
Setting ψ0 : N→ N′0, ψ0(m) = φ(m,1) and choosing any bijection ψ1 : N→ N′1, we obtain, as
in Exercise 2.1.1, a direct sum operation⊕ψ : M∞R×M∞R→M∞R. Set ι : R 7→MnR, r 7→ re11.
The composite of M∞ι followed by the isomorphism induced by φ is the map sending

ei, j(r) 7→ eφ(i,1),φ( j,1)(r) = ei, j(r)⊕ψ 0. (9)

By Exercise 2.1.1 the latter map induces the identity in K0. Moreover, one checks that (9)
induces the map GL(MnR)→ GL(MnR), g 7→ g⊕ψ 1, whence it also gives the identity in K1,
by Exercise 2.1.5. It follows that, for j = 0,1, the map

K j(ι) : K j(R)→ K j(MnR)

is an isomorphism, inverse to φ j. Starting with a bijection φ : N×N→ N and using the same
argument as above, one shows that also

K j(ι) : K j(R)→ K j(M∞R)

is an isomorphism.

Nilinvariance for K0.

If I / R is a nilpotent ideal, then K0(R)→ K0(R/I) is an isomorphism. This property is a
consequence of the well-known fact that nilpotent extensions admit idempotent liftings, and
that any two liftings of the same idempotent are conjugate (see for example [3, 1.7.3]). Note
that K1 does not have the same property, as the following example shows.

Example 2.1.11. Let k be a field. Then by 2.1.7, K1(k[ε]) = k∗+ kε and K1(k) = k∗. Thus
k[ε]→ k[ε]/εk[ε] = k does not become an isomorphism under K1.

Example 2.1.12. Let A be an abelian group; make it into a ring with the trivial product:
ab = 0 ∀a,b ∈ A. The map A→ GL1A, a 7→ 1 + a is an isomorphism of groups, and thus
induces a group homomorphism A→ K1A. We are going to show that the latter map is an
isomorphism. First of all, it is injective, since GL1(Ã)→ K1(Ã) is (by 2.1.6) and since by
definition, K1A⊂ K1(Ã). Second, note that if ε = 1+aei j is an elementary matrix with a ∈ A
and g∈GLA, then (εg)i j = gi j +a, and (εg)p,q = gp,q for (p,q) 6= (i, j). Thus g is congruent to
its diagonal in K1A. But by Whitehead’s lemma, any diagonal matrix in GL(Ã) is K1-equivalent
to its determinant (see (3)). This shows that A→ K1A is surjective, whence an isomorphism.
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Remark 2.1.13. The example above shows that K1 is no longer matrix stable when extended to
general nonunital rings. In addition, it gives another example of the failure of nilinvariance for
K1 of unital rings. It follows from 2.1.11 and 2.1.12 that if k and ε are as in Example 2.1.11,
then K1(kε) = ker(K1(k[ε])→ K1(k)). In 2.4.4 below, we give an example of a unital ring T
such that kε is an ideal in T , and such that ker(T → T/kε) = 0.

Exercise 2.1.14. Prove that K0 and K1 commute with filtering colimits; that is, show that
if I is a small filtering category and A : I → Ass is a functor, then for j = 0,1, the map
colimI K jAi→ K j(colimI Ai) is an isomorphism.

2.2 Matrix-stable functors.

Definition 2.2.1. Let C⊂ Ass be a subcategory of the category of rings, S : C→ C a functor,
and γ : 1C→ S a natural transformation. If D is any category, F : C→D a functor and A ∈ C,
then we say that F is stable on A with respect to (S,γ) (or S-stable on A, for short) if the map
F(γA) : F(A)→ F(S(A)) is an isomorphism. We say that F is S-stable if it is stable on every
A ∈ C.

Example 2.2.2. We showed in Section 2.1 that K j is Mn and even M∞-stable on unital rings; in
both cases, the natural transformation of the definition above is r 7→ re11.

Exercise 2.2.3. Let F : Ass→ Ab be a functor and A a ring. Prove:
i) The following are equivalent:

• For all n, p ∈ N, F is Mp-stable on MnA.
• For all n ∈ N, F is M2-stable on MnA

In particular, an M2-stable functor is Mn-stable, for all n.
ii) If F is M∞-stable on both A and MnA, then F is Mn-stable on A. In particular, if F is
M∞-stable, then it is Mn-stable for all n.

Lemma 2.2.4. Let F : Ass→D be a functor, and A ∈ Ass. Assume F is M2-stable on both A
and M2A. Then the inclusions ι0, ι1 : A→M2A

ι0(a) = ae11, ι1(a) = ae22

induce the same isomorphism FA→ FM2A.

Proof. Consider the composites j0 = ι0M2 ◦ ι0 and j1 = ι0M2 ◦ ι1, and the matrices

J2 =


0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

 , J3 =


0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1

 ∈ GL4Z.

Conjugation by Ji induces an automorphism σi of M4A = M2M2A of order i such that

σi j0 = j1 (i = 2,3).

Since F( j0) is an isomorphism, and the orders of σ2 and σ3 are relatively prime, it follows that
F(σ2) = F(σ3) = 1F(M4A) and hence that F( j0) = F( j1) and F(ι0) = F(ι1). ut
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Exercise 2.2.5. Let F and A be as in Lemma 2.2.4. Assume in addition that D and F are
additive. Consider the map

diag : A×A→M2A, diag(a,b) =
[

a 0
0 b

]
.

Prove that the composite

F(A)⊕F(A) = F(A×A)
F(diag)−→ F(M2A)

F(i0)−1

−→ F(A)

is the codiagonal map (i.e. it restricts to the identity on each copy of F(A)).

Propostion 2.2.6. Let F and A be as in Lemma 2.2.4, A⊂B an overring, and V,W ∈B elements
such that

WA,AV ⊂ A, aVWa′ = aa′ (a,a′ ∈ A).

Then
φ

V,W : A→ A, a 7→WaV

is a ring homomorphism, and
F(φV,W ) = 1F(A).

Proof. We may assume that B is unital. Consider the elements V ⊕1 and W ⊕1 ∈M2B. The
hypothesis guarantee that both φ := φV,W and φ ′ := φV⊕1,W⊕1 : M2A→M2A are well-defined
ring homomorphisms. Moreover, φ ′ι1 = ι1 and φ ′ι0 = ι0φ . It follows that F(φ ′) and F(φ) are
the identity maps, by Lemma 2.2.4. ut

Exercise 2.2.7.
i) Let R be a unital ring and L a free, finitely generated R-module of rank n. A choice of
basis B of L gives an isomorphism φ = φB : MnR→ EndRL. Use 2.2.6 to show that K j(φ) is
independent of the choice of B ( j = 0,1).

ii) Assume R is a field. If e ∈ EndRL is idempotent, then ιe : R→ EndRL, x 7→ xe is a ring
monomorphism. Show that if e ∈ EndRL is of rank 1, then K j(ιe) = K j(φι). In particular,
K j(ιe) is independent of the choice of the rank-one idempotent e.
iii) Let H and F be as in Example 2.1.8. If V ⊂W ⊂ H are finite dimensional subspaces and
U = V⊥∩W then the decomposition W = V ⊕U induces an inclusion EndC(V )⊂ EndC(W ).
Show that

F =
⋃

dimV<∞

EndC(V )

iv) Prove that if e ∈F is any self-adjoint, rank-one idempotent, then the inclusion C→F ,
x 7→ xe, induces an isomorphism K j(C)

∼=→ K j(F ). Show moreover that this isomorphism is
independent of the choice of e.

2.3 Sum rings and infinite sum rings.

Recall from [53] that a sum ring is a unital ring R together with elements αi,βi, i = 0,1 such
that the following identities hold

α0β0 = α1β1 = 1

β0α0 +β1α1 = 1 (10)
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If R is a sum ring, then

� : R×R→ R, (11)

(a,b) 7→ a�b = β0aα0 +β1bα1

is a unital ring homomorphism. An infinite sum ring is a sum ring R together with a unit
preserving ring homomorphism ∞ : R→ R, a 7→ a∞ such that

a�a∞ = a∞ (a ∈ R). (12)

Propostion 2.3.1. Let D be an additive category, F : Ass→D a functor, and R a sum ring. As-
sume that the sum of projection maps γ = Fπ0 +Fπ1 : F(R×R)→ FR⊕FR is an isomorphism,
and that F is M2-stable on both R and M2R. Then the composite

F(R)⊕F(R)
γ−1
// F(R×R)

F(�) // F(R)

is the codiagonal map; that is, it restricts to the identity on each copy of F(R). If moreover R is
an infinite sum ring, then F(R) = 0.

Proof. Let j0, j1 : R→ R×R, j0(x) = (x,0), j1(x) = (0,x). Note that γ−1 = F j0 + F j1. Be-
cause F is M2-stable on both R and M2R, F(�)F( ji) = 1F(R), by Proposition 2.2.6. Thus
F(�)◦ γ−1 is the codiagonal map, as claimed. It follows that if α,β : R→ R are homomor-
phisms, then Fα +Fβ = F(�(α,β )). In particular, if R is an infinite sum ring, then

F(∞)+1F(R) = F(∞)+F(1R) = F(�(∞,1R)) = F(∞).

Thus 1F(R) = 0, whence F(R) = 0. ut

Example 2.3.2. Let A be a ring. Write Γ A for the ring of all N×N matrices a = (ai, j)i, j≥1
which satisfy the following two conditions:

i) The set {ai j, i, j ∈ N} is finite.
ii) There exists a natural number N ∈ N such that each row and each column has at most N

nonzero entries.

It is an exercise to show that Γ A is indeed a ring and that M∞A⊂ Γ A is an ideal. The ring Γ A
is called (Karoubi’s) cone ring; the quotient ΣA := Γ A/M∞A is the suspension of A. A useful
fact about Γ and Σ is that the well-known isomorphism M∞Z⊗A∼= M∞A extends to Γ , so that
there are isomorphisms (see [12, 4.7.1])

ΓZ⊗A
∼=→ Γ A and ΣZ⊗A

∼=→ ΣA. (13)

Let R be a unital ring. One checks that the following elements of Γ R satisfy the identities (10):

α0 =
∞

∑
i=1

ei,2i, β0 =
∞

∑
i=1

e2i,i, α1 =
∞

∑
i=1

ei,2i−1, and β1 =
∞

∑
i=1

e2i−1,i.

Let a ∈ Γ R. Because the map N×N→ N, (k, i) 7→ 2k+1i+2k−1, is injective, the following
assignment gives a well-defined, N×N-matrix

φ
∞(a) =

∞

∑
k=0

β
k
1 β0aα0α

k
1 = ∑

k,i, j
e2k+1i+2k−1,2k+1 j+2k−1⊗ai, j. (14)

One checks that α1β0 = α0β1 = 0 and α0α i
1β

j
1 β0 = δi j. It follows from this that φ ∞ is a ring

endomorphism of Γ R; it is straightforward that (12) is satisfied too. In particular KnΓ R = 0 for
n = 0,1.
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Exercise 2.3.3. Let A be a ring. If m = (mi, j) is an N×N-matrix with coefficients in A, and
x ∈M∞Ã, then both m · x and x ·m are well-defined N×N-matrices. Put

Γ
`A := {m ∈MN×NA : m ·M∞Ã⊂M∞A⊃M∞Ã ·m}. (15)

Prove
i) Γ `A consists of those matrices in MN×NA having finitely many nonzero elements in each
row and column. In particular, Γ `A⊃ Γ A.
ii) The usual matrix sum and product operations make Γ `A into a ring.
iii) If R is a unital ring then Γ `R is an infinite sum ring.

Remark 2.3.4. The ring Γ `A is the cone ring considered by Wagoner in [53], where it was
denoted `A. The notion of infinite sum ring was introduced in loc. cit., where it was also shown
that if R is unital, then Γ `R is an example of such a ring.

Exercise 2.3.5. Let F : Ass→ Ab be a functor. Assume F is both additive and M2-stable for
unital rings and for rings of the form M∞R, with R unital. Show that if R is a unital ring, then
the direct sum operation (2), induces the group operation in F(M∞R), and that the same is true
of any of the other direct sum operations of 2.1.1.

Exercise 2.3.6. Let B and H be as in Example 2.1.8. Choose a Hilbert basis {ei}i≥1 of H, and
regard B as a ring of N×N matrices. With these identifications, show that B ⊃ ΓC. Deduce
from this that B is a sum ring. Further show that (14) extends to B, so that the latter is in fact
an infinite sum ring.

2.4 The excision sequence for K0 and K1.

A reason for considering K0 and K1 as part of the same theory is that they are connected by a
long exact sequence, as shown in Theorem 2.4.1 below. We need some notation. Let

0→ A→ B→C→ 0 (16)

be an exact sequence of rings. If ĝ ∈MnB maps to an invertible matrix g ∈ GLnC and ĝ∗ maps
to g−1, then

h = h(ĝ, ĝ∗) :=
[

2ĝ− ĝĝ∗ĝ ĝĝ∗−1
1− ĝ∗ĝ ĝ∗

]
(17)

=
[

1 ĝ
0 1

]
·
[

1 0
−ĝ∗ 1

]
·
[

1 ĝ
0 1

]
·
[

0 −1
1 0

]
∈ E2n(B̃)⊂ GL2n(B̃)

Note that h maps to diag(g,g−1) ∈GL2n(C). Thus hpnh−1 maps to pn, whence hpnh−1− pn ∈
M2nA and hpnh−1 ∈M2nÃ. Put

∂ (ĝ, ĝ∗) := [hpnh−1]− [pn] ∈ ker(K0(Ã)→ K0Z) = K0A (18)

Theorem 2.4.1. If (16) is an exact sequence of rings, then there is a long exact sequence

K1A // K1B // K1C

∂

��
K0C K0Boo K0Aoo

The map ∂ sends the class of an element g∈GLnC to the class of the element (18); in particular
the latter depends only on the K1-class of g.
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Proof. (Sketch) The exactness of the top row of the sequence of the theorem is straightforward.
Putting together [44, Thms. 1.5.5, 1.5.9 and 2.5.4] we obtain the theorem for those sequences
(16) in which B→ C is a unital homomorphism. It follows that we have a map of exact
sequences

K1B̃ //

��

K1C̃

��

// K0A

��

// K0B̃

��

// K0C̃

��
K1Z K1Z // 0 // K0Z K0Z

Taking kernels of the vertical maps, we obtain an exact sequence

K1B // K1C // K0A // K0B // K0C

It remains to show that the map K1C→ K0A of this sequence is given by the formula of the
theorem. This is done by tracking down the maps and identifications of the proofs of [44, Thms.
1.5.5, 1.5.9 and 2.5.4] (see also [40, §3,§4]), and computing the idempotent matrices to which
the projective modules appearing there correspond, taking into account that B→C sends the
matrix h ∈ GL2nB̃ of (17) to the diagonal matrix diag(g,g−1) ∈ GL2nC. ut

Remark 2.4.2. In [44, 2.5.4], a sequence similar to that of the theorem above is obtained, in
which K1A is replaced by a relative K1-group K1(B : A), depending on both A and B. For
example if B→ B/A is a split surjection, then ([44, Exer. 2.5.19])

K1(B : A) = ker(K1B→ K1(B/A))

The groups K1(B : A) and K1A are not isomorphic in general (see Example 2.4.4 below);
however their images in K1B coincide. We point out also that the theorem above can be deduced
directly from Milnor’s Mayer-Vietoris sequence for a Milnor square ([40, §4]).

The following corollary is immediate from the theorem.

Corollary 2.4.3. Assume (16) is split by a ring homomorphism C→ B. Then K0A→ K0B is
injective, and induces an isomorphism

K0A = ker(K0B→ K0C)

Because of this we say that K0 is split exact.

Example 2.4.4. (Swan’s example [50]) We shall give an example which shows that K1 is not
split exact. Let k be a field with at least 3 elements (i.e. k 6= F2). Consider the ring of upper
triangular matrices

T :=
[

k k
0 k

]
with coefficients in k. The set I of strictly upper triangular matrices forms an ideal of T ,
isomorphic as a ring, to the ideal kε / k[ε], via the identification ε = e12. By Examples 2.1.11
and 2.1.12, ker(K1(k[ε])→ K1(k)) = K1(kε)∼= kε , the additive group underlying k. If K1 were
split exact, then also

K1(T : I) = ker(K1T → K1(k× k)) (19)

should be isomorphic to kε . However we shall see presently that K1(T : I) = 0. Note that
T → k× k is split by the natural inclusion diag : k× k→ T . Thus any element of K1(T : I) is
the class of an element in GL(kε), and by 2.1.11 it is congruent to the class of an element in
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GL1(kε) = 1+ kε . We shall show that if λ ∈ k, then 1+λε ∈ [GL1T,GL1T ]. Because we are
assuming that k 6= F2, there exists µ ∈ k−{0,1}; one checks that

1+λε =
[

1 λ

0 1

]
=

[[
µ 0
0 1

]
,

[
1 λ

µ−1
0 1

]]
∈ [GL1T,GL1T ].

Example 2.4.5. Let R be a unital ring. Applying the theorem above to the cone sequence

0→M∞R→ Γ R→ ΣR→ 0 (20)

we obtain an isomorphism
K1ΣR = K0R. (21)

Exercise 2.4.6. Use Corollary 2.4.3 to prove that all the properties of K0 stated in 2.1 for unital
rings, remain valid for all rings. Further, show that K0(Γ A) = 0 for all rings A, and thus that
for any ring A, the boundary map gives a surjection

K1ΣA� K0A.

2.5 Negative K-theory.

Definition 2.5.1. Let A be a ring and n≥ 0. Put

K−nA := K0Σ
nA.

Propostion 2.5.2.
i) For n≤ 0, the functors Kn : Ass→ Ab are additive, nilinvariant and M∞-stable.
ii) The exact sequence of 2.4.1 extends to negative K-theory. Thus if

0→ A→ B→C→ 0

is a short exact sequence of rings, then for n≤ 0 we have a long exact sequence

KnA // KnB // KnC

∂

��
Kn−1C Kn−1Boo Kn−1Aoo

Proof.
i) By (13), we have ΣA = ΣZ⊗A. Thus Σ commutes with finite products and with M∞, and
sends nilpotent rings to nilpotent rings. Moreover, Σ is exact, because both M∞ and Γ are.
Hence the general case of i) follows from the case n = 0, which is proved in Section 2.1.

ii) Consider the sequence
0→ A→ B̃→ C̃→ 0

Applying Σ , we obtain
0→ ΣA→ Σ B̃→ ΣC̃→ 0

By (21), if D is any ring, then K0D̃ = K1Σ D̃. Thus by 2.4.1 and 2.4.3, we get an exact sequence
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K0A // K0B⊕K0Z // K0C⊕K0Z

∂

��
K−1C⊕K−1Z K−1B⊕K−1Zoo K−1Aoo

Splitting off the K jZ summands, we obtain

K0A // K0B // K0C

∂

��
K−1C K−1Boo K−1Aoo

This proves the case n = 0 of the proposition. The general case follows from this. ut

Example 2.5.3. Let B be as in Example 2.1.8 and I /B a proper ideal. It is classical that
F ⊂ I ⊂K for any such ideal. We shall show that the map

K0F → K0I (22)

is an isomorphism; thus K0I = K0F = Z, by Exercise 2.2.7. As in 2.1.8 we consider the local
ring RI = C⊕ I/F . We have a commutative diagram with exact rows and split exact columns

0 // F // I

��

// I/F //

��

0

0 // F // C⊕ I

��

// RI //

��

0

C C

By 2.1.8 and split exactness, K0(I/F ) = 0. Thus the map (22) is onto. From the diagram
above, K1(I/F )→ K0F factors through K1(RI)→ K0F . But it follows from the discussion
of Example 2.1.8 that the map K1(C⊕ I)→ K1(RI) is onto, whence K1(RI)→ K0F and thus
also K1(I/F )→ K0F , are zero. Thus (22) is an isomorphism.

Exercise 2.5.4. A theorem of Karoubi asserts that K−1(K ) = 0 [34]. Use this and excision to
show that K−1(I) = 0 for any operator ideal I.

Exercise 2.5.5. Prove that if n < 0, then the functor Kn commutes with filtering colimits.

Remark 2.5.6. The definition of negative K-theory used here is taken from Karoubi-Villamayor’s
paper [37], where cohomological notation is used. Thus what we call KnA here is denoted
K−nA in loc. cit. (n≤ 0). There is also another definition, due to Bass [2]. A proof that the two
definitions agree is given in [37, 7.9].
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3 Topological K-theory

We saw in the previous section (Example 2.4.4) that K1 is not split exact. It follows from this
that there is no way of defining higher K-groups such that the long exact sequence of Theorem
2.4.1 can be extended to higher K-theory. This motivates the question of whether this problem
could be fixed if we replaced K1 by some other functor. This is succesfully done in topological
K-theory of Banach algebras.

3.1 Topological K-theory of Banach algebras.

A Banach (C-) algebra is a C-algebra together with a norm || || which makes it into a Banach
space and is such that ||xy|| ≤ ||x|| · ||y|| for all x,y ∈ A. If A is a Banach algebra then its
C-unitalization is the unital Banach algebra

ÃC = A⊕C

equipped with the product (6) and the norm ||a+λ || := ||a||+ |λ |. An algebra homomorphism
is a morphism of Banach algebras if it is continuous. If X is a compact Hausdorff space and V is
any topological vectorspace, we write C (X ,V ) for the topological vectorspace of all continuous
maps X → V . If A is a Banach algebra, then C (X ,A) is again a Banach algebra with norm
|| f ||∞ := supx || f (x)||. If X is locally compact, X+ its one point compactification, and V a
topological vectorspace, we write

V (X) = C0(X ,V ) = { f ∈ C (X+,V ) : f (∞) = 0}.

Note that if X is compact, V (X) = C (X ,V ). If A is a Banach algebra then A(X) is again
a Banach algebra, as it is the kernel of the homomorphism C (X+,A)→ A, f 7→ f (∞). For
example, A[0,1] is the algebra of continous functions [0,1]→ A, and A(0,1] and A(0,1) are
identified with the ideals of A[0,1] consisting of those functions which vanish respectively at
0 and at both endpoints. Two homomorphisms f0, f1 : A→ B of Banach algebras are called
homotopic if there exists a homomorphism H : A→ B[0,1] such that the following diagram
commutes.

B[0,1]

(ev0,ev1)

��
A

H
==zzzzzzzz

( f0, f1)
// B×B

A functor G from Banach algebras to a category D is called homotopy invariant if it maps
homotopic maps to equal maps.

Exercise 3.1.1. Prove that G is homotopy invariant if and only if for every Banach algebra A
the map G(A)→ G(A[0,1]) induced by the natural inclusion A⊂ A[0,1] is an isomorphism.

Theorem 3.1.2. ([44, 1.6.11]) The functor K0 : ((Banach Algebras))→ Ab is homotopy in-
variant.

Example 3.1.3. K1 is not homotopy invariant. The algebra A := C[ε] is a Banach algebra with
norm ||a + bε|| = |a|+ |b|. Both the inclusion ι : C→ A and the projection π : A→ C are
homomorphisms of Banach algebras; they satisfy πι = 1. Moreover the map H : A→ A[0,1],
H(a + bε)(t) = a + tbε is also a Banach algebra homomorphism, and satisfies ev0H = ιπ ,
ev1H = 1. Thus any homotopy invariant functor G sends ι and π to inverse homomorphisms;
since K1 does not do so by 2.1.11, it is not homotopy invariant.
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Next we consider a variant of K1 which is homotopy invariant.

Definition 3.1.4. Let R be a unital Banach algebra. Put

GLR0 := {g ∈ GLR : ∃h ∈ GL(R[0,1]) : h(0) = 1,h(1) = g}.

Note GL(R)0 /GLR. The topological K1 of R is

Ktop
1 R = GLR/GL(R)0.

Exercise 3.1.5. Show that if we regard GLR = colimn GLnR with the weak topology inherited
from the topology of R, then Ktop

1 R = π0(GLR) = colimn π0(GLnR). Then show that Ktop
1 is

homotopy invariant.

Note that if R is a unital Banach algebra, a ∈ R and i 6= j, then 1+ taei, j ∈ E(R[0,1]) is a
path connecting 1 to the elementary matrix 1+aei, j. Thus ER = [GL(R),GL(R)]⊂ GL(R)0,
whence GL(R)0 is normal, and we have a surjection

K1R� Ktop
1 R. (23)

In particular, Ktop
1 R is an abelian group.

Example 3.1.6. Because C is a field, K1C=C∗. Since on the other hand C∗ is path connected,
we have Ktop

1 C= 0.

Note that Ktop
1 is additive. Thus we can extend Ktop

1 to nonunital Banach algebras in the
usual way, i.e.

Ktop
1 A := ker(Ktop

1 (ÃC)→ Ktop
1 C) = Ktop

1 (ÃC)

Exercise 3.1.7. Show that if A is a (not necessarily unital) Banach algebra, then

Ktop
1 A = GLA/GL(A)0.

Propostion 3.1.8. ([5, 3.4.4]) If R� S is a surjective unital homomorphism of unital Banach
algebras, then GL(R)0→ GL(S)0 is surjective. ut

Let
0→ A→ B→C→ 0 (24)

be an exact sequence of Banach algebras. Then

0→ A→ B̃C→ C̃C→ 0

is again exact. By (23) and 3.1.8, the connecting map ∂ : K1(C̃C)→ K0A of Theorem 2.4.1
sends ker(K1(C̃C)→ Ktop

1 C) to zero, and thus induces a homomorphism

∂ : Ktop
1 C→ K0A.
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Theorem 3.1.9. The sequence

Ktop
1 A // Ktop

1 B // Ktop
1 C

∂

��
K0C K0Boo K0Aoo

is exact.

Proof. Straightforward from 2.4.1 and 3.1.8. ut

Consider the exact sequences

0→ A(0,1]→ A[0,1]→ A→ 0

0→ A(0,1)→ A(0,1]→ A→ 0

Note moreover that the first of these sequences is split exact. Because K0 is homotopy invariant
and split exact, and because A(0,1] is contractible, we get an isomorphism

Ktop
1 A = K0(A(0,1)) (25)

Since also Ktop
1 is homotopy invariant, we put

Ktop
2 A = Ktop

1 (A(0,1)). (26)

Lemma 3.1.10. If (24) is exact, then

0→ A(0,1)→ B(0,1)→C(0,1)→ 0

is exact too.

Proof. See [43, 10.1.2] for a proof in the C∗-algebra case; a similar argument works for Banach
algebras. ut

Taking into account the lemma above, as well as (25) and (26), we obtain the following corollary
of Theorem 3.1.9.

Corollary 3.1.11. There is an exact sequence

Ktop
2 A // Ktop

2 B // Ktop
2 C

∂

��
Ktop

1 C Ktop
1 Boo Ktop

1 Aoo

ut

The sequence above can be extended further by defining inductively

Ktop
n+1A := Ktop

n (A(0,1)).
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3.2 Bott periodicity.

Let R be a unital Banach algebra. Consider the map β : IdemnR→ GLnC0(S1,R),

β (e)(z) = ze+1− e (27)

This map induces a group homomorphism K0R→ Ktop
1 C0(S1,R) (see [5, 9.1]). If A is any

Banach algebra, we write β for the composite

K0A→ K0(ÃC)
β→ Ktop

1 (C0(S1, ÃC))

= Ktop
1 C(0,1)⊕Ktop

1 A(0,1)� Ktop
1 A(0,1) = Ktop

2 A (28)

One checks that for unital A this defintion agrees with that given above.

Theorem 3.2.1. (Bott periodicity) ([5, 9.2.1]) The composite map (28) is an isomorphism.

Let (24) be an exact sequence of Banach algebras. By 3.1.11 we have a map ∂ : Ktop
2 C→

Ktop
1 A. Composing with the Bott map, we obtain a homomorphism

∂β : K0C→ Ktop
1 A.

Theorem 3.2.2. If (24) is an exact sequence of Banach algebras, then the sequence

Ktop
1 A // Ktop

1 B // Ktop
1 C

∂

��
K0C

∂β

OO

K0Boo K0Aoo

is exact.

Proof. Immediate from Theorem 3.1.9, Corollary 3.1.11 and Theorem 3.2.1. ut

3.2.1 Sketch of Cuntz’ proof of Bott periodicity for C∗-algebras.

([14, Sec. 2]) A C∗-algebra is a Banach algebra A equipped with additive map ∗ : A→ A such
that (a∗)∗ = a, (λa)∗ = λ̄a∗, (ab)∗ = b∗a∗ and ||aa∗||= ||a||2 (λ ∈ C, a,b ∈ A). The Toeplitz
C∗-algebra is the free unital C∗-algebra T top on a generator α subject to αα∗ = 1. Since the
shift s : `2(N)→ `2(N), s(e1) = 0, s(ei+1) = ei satisfies ss∗ = 1, there is a homomorphism
T top→B = B(`2(N)). It turns out that this is a monomorphism, that its image contains the
ideal K , and that the latter is the kernel of the ∗-homomorphism T top→ C(S1) which sends
α to the identity function S1→ S1. We have a commutative diagram with exact rows and split
exact columns:

0 // K // T top
0

//

��

C(0,1) //

��

0

0 // K // T top //

��

C(S1) //

ev1

��

0

C C

(29)
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Here we have used the identification C0(S1,C) = C(0,1), via the exponential map; T top
0 is

defined so that the middle column be exact. Write
∼
⊗=⊗min for the C∗-algebra tensor product.

If now A is any C∗-algebra, and we apply the functor A
∼
⊗ to the diagram (29), we obtain

a commutative diagram whose columns are split exact and whose rows are still exact (by
nuclearity, see [54, Appendix T]).

0 // A
∼
⊗K

// A
∼
⊗T top

0
//

��

A(0,1) //

��

0

0 // A
∼
⊗K

// A
∼
⊗T top //

��

A(S1) //

��

0

A A

The inclusion C ⊂ M∞C ⊂ K = K (`2(N)), λ 7→ λe1,1 induces a natural transformation

1→K
∼
⊗−; a functor G from C∗-algebras to abelian groups is K -stable if it is stable with

respect to this data in the sense of Definition 2.2.1. We say that G is half exact if for every exact
sequence (24), the sequence

GA→ GB→ GC

is exact.

Remark 3.2.3. In general, there is no precedence between the notions of split exact and half
exact. However a functor of C∗-algebras which is homotopy invariant, additive and half exact
is automatically split exact (see [5, §21.4]).

The following theorem of Cuntz is stated in the literature for half exact rather than split exact
functors. However the proof uses only split exactness.

Theorem 3.2.4. ([14, 4.4]) Let G be a functor from C∗-algebras to abelian groups. Assume
that

• G is homotopy invariant.
• G is K -stable.
• G is split exact.

Then for every C∗-algebra A,

G(A
∼
⊗T top

0 ) = 0.

ut

Propostion 3.2.5. ([43, 6.4.1]) K0 is K -stable . ut

It follows from the proposition above, (25), Cuntz’ theorem and excision, that the connecting
map ∂ : Ktop

1 (A(0,1))→ K0(A
∼
⊗K ) is an isomorphism. Further, one checks, using the explicit

formulas for β and ∂ ((27), (18)), that the following diagram commutes
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Ktop
1 A(0,1)

∂ // K0(A
∼
⊗K )

K0A

β

ffMMMMMMMMMMM
o

OO

This proves that β is an isomorphism.

4 Polynomial homotopy and Karoubi-Villamayor K-theory

In this section we analyze to what extent the results of the previous section on topological
K-theory of Banach algebras have algebraic analogues valid for all rings. We shall not consider
continuous homotopies for general rings, among other reasons, because in general they do
not carry any interesting topologies. Instead, we shall consider polynomial homotopies. Two
ring homomorphisms f0, f1 : A→ B are called elementary homotopic if there exists a ring
homomorphism H : A→ B[t] such that the following diagram commutes

B[t]

(ev0,ev1)

��
A

H
>>}}}}}}}}

( f0, f1)
// B

Two homomorphisms f ,g : A→ B are homotopic if there is a finite sequence ( fi)0≤i≤n of
homomophisms such that f = f0, fn = g, and such that for all i, fi is homotopic to fi+1. We
write f ∼ g to indicate that f is homotopic to g. We say that a functor G from rings to a category
D is homotopy invariant if it maps the inclusion A→ A[t] (A ∈ Ass) to an isomorphism. In
other words, G is homotopy invariant if it is stable (in the sense of 2.2.1) with respect to the
natural inclusion A→ A[t]. One checks that G is homotopy invariant if and only if it preserves
the homotopy relation between homomorphisms. If G is any functor, we call a ring A G-regular
if GA→ G(A[t1, . . . , tn]) is an isomorphism for all n.

Example 4.1. Noetherian regular rings are K0-regular [44, 3.2.13] (the same is true for all
Quillen’s K-groups, by a result of Quillen [42]; see Schlichting’s lecture notes [Sch1]) and
moreover for n < 0, Kn vanishes on such rings (by [44, 3.3.1] and Remark 2.5.6). If k is any
field, then the ring R = k[x,y]/ < y2− x3 > is not K0-regular (this follows from [55, I.3.11 and
II.2.3.2]). By 2.1.6 and 2.1.11, the ring k[ε] is not K1-regular; indeed the K1-class of the element
1 + εt ∈ k[ε][t]∗ is a nontrivial element of ker(K1(k[ε][t])→ K1(k[ε])) = coker(K1(k[ε])→
K1(k[ε][t]).

The Banach algebras of paths and loops have the following algebraic analogues. Let A be a
ring; let evi : A[t]→ A be the evaluation homomorphism (i = 0,1). Put

PA := ker(A[t] ev0→ A) (30)

ΩA := ker(PA ev1→ A) (31)

The groups GL( )0 and Ktop
1 have the following algebraic analogues. Let A be a unital ring. Put
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GL(A)′0 =Im(GLPA→ GLA}
={g ∈ GLA : ∃h ∈ GL(A[t]) : h(0) = 1,h(1) = g}.

Set
KV1A := GLA/GL(A)′0.

The group KV1 is the K1-group of Karoubi-Villamayor [37]. It is abelian, since as we shall
see in Proposition 4.2 below, there is a natural surjection K1A� KV1A. Unlike what happens
with its topological analogue, the functor GL( )′0 does not preserve surjections (see Exercise
5.3.7 below). As a consequence, the KV -analogue of 2.4.1 does not hold for general short exact
sequences of rings, but only for those sequences (16) such that GL(B)′0 → GL(C)′0 is onto,
such as, for example, split exact sequences. Next we list some of the basic properties of KV1;
all except nilinvariance (due independently to Weibel [?] and Pirashvili [?]) were proved by
Karoubi and Villamayor in [37].

Propostion 4.2.
i) There is a natural surjective map K1A� KV1A (A ∈ Ass).
ii) The rule A 7→ KV1A defines a split-exact functor Ass→ Ab.
iii) If (16) is an exact sequence such that the map GL(B)′0→ GL(C)′0 is onto, then the map
K1C→ K0A of Theorem 2.4.1 factors through KV1C, and the resulting sequence

KV1A // KV1B // KV1C

∂

��
K0C K0Boo K0Aoo

is exact.
iv)KV1 is additive, homotopy invariant, nilinvariant and M∞-stable.

Proof. If (16) is exact and GL(B)′0→ GL(C)′0 is onto, then it is clear that

KV1A→ KV1B→ KV1C (32)

is exact, and we have a commutative diagram with exact rows and columns

1

��

1

��

1

��
1 // GLΩA

��

// GLΩB

��

// GLΩC

��
1 // GLPA

��

// GLPB

��

// GLPC

��
1 // GLA // GLB // GLC

(33)

If moreover (16) is split exact, then each row in the diagram above is, and one checks, by
looking at this diagram, that GL(A)′0 = GL(B)′0∩GL(A), whence KV1A→ KV1B is injective.
Thus

0→ KV1A→ KV1B→ KV1C→ 0 (34)



Algebraic v. topological K-theory: a friendly match 115

is exact. In particular
KV1A = ker(KV1Ã→ KV1Z). (35)

If R is unital, then GL(R)′0 ⊃ E(R), by the same argument as in the Banach algebra case
(23). In particular KV1R is abelian. This proves the unital case of i); the general case follows
from the unital one using (35). Thus the right split exact sequence (34) is in fact a split exact
sequence of abelian groups. It follows that KV1 is split exact, proving ii). Part iii) follows
from part i) and (32). The proof that KV1 is M∞-stable on unital rings is the same as the proof
that K1 is. By split exactness, it follows that KV1 is M∞-stable on all rings. To prove that
KV1 is homotopy invariant, we must show that the split surjection ev0 : KV1(A[t])→ KV1A is
injective. By split exactness, its kernel is KV1PA = GLPA/GL(PA)′0, so we must prove that
GLPA ⊂ GL(PA)′0. But if α(s) ∈ GLPA, then β (s, t) := α(st) ∈ GLPPA and evt=1(β ) = α .
Thus homotopy invariance is proved. If (16) is exact and A is nilpotent, then PA and ΩA are
nilpotent too, whence all those maps displayed in diagram (33) which are induced by B→C
are surjective. Diagram chasing shows that GL(B)′0→ GL(C)′0 is surjective, whence by iii) we
have an exact sequence

KV1A→ KV1B→ KV1C→ 0

Thus to prove KV1 is nilinvariant, it suffices to show that if A2 = 0 then KV1A = 0. But if
A2 = 0, then the map H : A→ A[t], H(a) = at is a ring homomorphism, and satisfies ev0H = 0,
ev1H = 1A. Hence KV1A = 0, by homotopy invariance. ut

Consider the exact sequence
0→ΩA→ PA ev1→ A→ 0 (36)

By definition, GL(A)′0 = Im(GL(PA)→ GL(A)). But in the course of the proof of Proposition
4.2 above, we have shown that GL(PA) = GL(PA)′0, so by 4.2 iii), we have a natural map

KV1(A) ∂→ K0(ΩA). (37)

Moreover, (37) is injective, by 4.2 iii) and iv). This map will be of use in the next section.
Higher KV -groups are defined by iterating the loop functor Ω :

KVn+1(A) = KV1(Ω nA).

Higher KV -theory satisfies excision for those exact sequences (16) such that for every n, the
map

{α ∈ GL(B[t1, . . . , tn]) : α(0, . . . ,0) = 1}→ {α ∈ GL(C[t1, . . . , tn]) : α(0, . . . ,0) = 1}

is onto. Such sequences are usually called GL-fibration sequences (a different notation was
used in [37]). Note that if (16) is a GL-fibration, then GL(B)′0 → GL(C)′0 is surjective, and
thus 4.2 iii) applies. Moreover it is proved in [37] that if (16) is a GL-fibration, then there is a
long exact sequence (n≥ 1)

KVn+1B // KVn+1C // KVn(A) // KVn(B) // KVn(C).

5 Homotopy K-theory

5.1 Definition and basic properties of KH.

Let A be a ring. Consider the natural map
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∂ : K0A→ K−1ΩA (38)

associated with the exact sequence (31). Since K−p = K0Σ p, we may iterate the construction
and form the colimit

KH0A := colim
p

K−pΩ
pA. (39)

Put

KHnA := colim
p

K−pΩ
n+pA =

{
KH0Ω nA (n≥ 0)
KH0Σ nA (n≤ 0) (40)

The groups KH∗A are Weibel’s homotopy K-theory groups of A ([57],[12, 8.1.1]). One can
also express KH in terms of KV , as we shall see presently. We need some preliminaries first.
We know that K1(S) = 0 for every infinite sum ring S; in particular KV1(Γ R) = 0 for unital R,
by 4.2 i). Using split exactness of KV1, it follows that KV1Γ A = 0 for every ring A. Thus the
dotted arrow in the commutative diagram with exact row below exists

K1(Γ A) // K1(ΣA)

����

// K0(A)

zz

// 0

KV1(ΣA)

The map K1(ΣA)→ KV1(ΣA) is surjective by Proposition 4.2 i). Thus the dotted arrow above
is a surjective map

K0(A)� KV1(ΣA). (41)

On the other hand, the map (37) applied to ΣA gives

KV1(ΣA) ∂→ K0(ΩΣA) = K0(ΣΩA) = K−1(ΩA) (42)

One checks, by tracking down boundary maps, (see the proof of [12, 8.1.1]) that the composite
of (41) with (42) is the map (38):

K0(A)
(38) //

(41) $$JJJJJJJJJ
K−1(ΩA)

KV1(ΣA)

(42)

99rrrrrrrrrr

(43)

On the other hand, (42) followed by (41) applied to ΣΩA yields a map

KV1(ΣA)→ KV1(Σ 2
ΩA) = KV2(Σ 2A).

Iterating this map one obtains an inductive system; by (43), we get

KH0(A) = colim
r

KV1(Σ r+1
Ω

rA) = colim
r

KVr(Σ rA)

and in general,

KHn(A) = colim
r

KV1(Σ r+1
Ω

n+rA) = colim
r

KVn+r(Σ rA). (44)

Next we list some of the basic properties of KH, proved by Weibel in [57].

Theorem 5.1.1. ([57]) Homotopy K-theory has the following properties.
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i) It is homotopy invariant, nilinvariant and M∞-stable.
ii) It satisfies excision: to the sequence (16) there corresponds a long exact sequence (n ∈ Z)

KHn+1C→ KHnA→ KHnB→ KHnC→ KHn−1A.

Proof. From (44) and the fact that, by 4.2, KV is homotopy invariant, it follows that KH is
homotopy invariant. Nilinvariance, M∞-stability and excision for KH follow from the fact that
(by 2.5.2) these hold for nonpositive K-theory, using the formulas (39), (40). ut

Exercise 5.1.2. Note that in the proof of 5.1.1, the formula (44) is used only for homotopy
invariance. Prove that KH is homotopy invariant without using (44), but using excision instead.
Hint: show that the excision map KH∗(A)→ KH∗−1(ΩA) coming from the sequence (36) is
an isomorphism.

Exercise 5.1.3. Show that KH commutes with filtering colimits.

5.2 KH for K0-regular rings.

Lemma 5.2.1. Let A be a ring. Assume that A is Kn-regular for all n ≤ 0. Then KV1(A)→
K0(ΩA) is an isomorphism, and for n ≤ 0, Kn(PA) = 0, PA and ΩA are Kn-regular, and
KnA→ Kn−1ΩA an isomorphism.

Proof. Consider the split exact sequence

0 // PA[t1, . . . , tr] // A[s, t1, . . . , tr] // A[t1, . . . , tr] // 0

Applying Kn (n≤ 0) and using that Kn is split exact and that, by hypothesis, A is Kn-regular,
we get that Kn(PA[t1, . . . , tr]) = 0. As this happens for all r ≥ 0, PA is Kn-regular. Hence the
map of exact sequences

0 // ΩA

��

// PA

��

// A

��

// 0

0 // ΩA[t1, . . . , tr] // PA[t1, . . . , tr] // A[t1, . . . , tr] // 0

induces commutative squares with exact rows

0 // KV1(A)

��

// K0(ΩA)

��

// 0

0 // KV1(A[t1, . . . , tr]) // K0(ΩA[t1, . . . , tr]) // 0

and

0 // Kn(A)

��

// Kn−1(ΩA)

��

// 0

0 // Kn(A[t1, . . . , tr]) // Kn−1(ΩA[t1, . . . , tr]) // 0

(n≤ 0)

By Proposition 4.2 and our hypothesis, the first vertical map in each diagram is an isomorphism;
it follows that the second is also an isomorphism. ut
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Remark 5.2.2. A theorem of Vorst [52] implies that if A is K0-regular then it is Kn-regular for
all n ≤ 0. Thus the lemma above holds whenever A is K0-regular. The statement of Vorst’s
theorem is that, for Quillen’s K-theory, and n ∈ Z, a Kn-regular unital ring is also Kn−1-regular.
(In his paper, Vorst states this only for commutative rings, but his proof works in general). For
n≤ 0, Vorst’s theorem extends to all, not necessarily unital rings. To see this, one shows first,
using the fact that Z is Kn-regular (since it is noetherian regular), and split exactness, that A is
Kn-regular if and only if Ã is. Now Vorst’s theorem applied to Ã implies that if A is Kn-regular
then it is Kn−1-regular (n≤ 0).

Propostion 5.2.3. If A satisfies the hypothesis of Lemma 5.2.1, then

KHn(A) =

{
KVn(A) n≥ 1
Kn(A) n≤ 0

Proof. By the lemma, KVn+1(A)= KV1(Ω nA)→K0(Ω n+1A) and K−n(Ω pA)→K−n−1(Ω p+1A)
are isomorphisms for all n, p≥ 0. ut

5.3 Toeplitz ring and the fundamental theorem for KH.

Write T for the free unital ring on two generators α , α∗ subject to αα∗ = 1. Mapping α to
∑i ei,i+1 and α∗ to ∑i ei+1,i yields a homomorphism T → Γ := ΓZ which is injective ([12,
Proof of 4.10.1]); we identify T with its image in Γ . Note

α
∗p−1

α
q−1−α

∗p
α

q = ep,q (p,q≥ 1). (45)

Thus T contains the ideal M∞ := M∞Z. There is a commutative diagram with exact rows and
split exact columns:

0 // M∞
// T0

��

// σ

��

// 0

0 // M∞
// T

��

// Z[t, t−1]

ev1

��

// 0

Z Z

Here the rings T0 and σ of the top row are defined so that the columns be exact. Note moreover
that the rows are split as sequences of abelian groups. Thus tensoring with any ring A yields an
exact diagram

0 // M∞A // T0A

��

// σA

��

// 0

0 // M∞A // T A

��

// A[t, t−1]

��

// 0

A A

(46)

Here we have omitted tensor products from our notation; thus T A = T ⊗A, σA = σ ⊗A, and
T0A = T0⊗A. We have the following algebraic analogue of Cuntz’ theorem.
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Theorem 5.3.1. ([12, 7.3.2]) Let G be a functor from rings to abelian groups. Assume that:

• G is homotopy invariant.
• G is split exact.
• G is M∞-stable.

Then for any ring A, G(T0A) = 0. ut

Theorem 5.3.2. Let A be a ring and n ∈ Z. Then

KHn(σA) = KHn−1(A).

Proof. By Theorem 5.1.1, KH satisfies excision. Apply this to the top row of diagram (46) and
use Theorem 5.3.1. ut

The following result of Weibel [57, 1.2 iii)] is immediate from the theorem above.

Corollary 5.3.3. (Fundamental theorem for KH, [57, 1.2 iii)]). KHn(A[t, t−1]) = KHn(A)⊕
KHn−1(A). ut

Remark 5.3.4. We regard Theorem 5.3.2 as an algebraic analogue of Bott periodicity for KH.
What is missing in the algebraic case is an analogue of the exponential map; there is no
isomorphism ΩA→ σA.

Remark 5.3.5. We have shown in Proposition 4.2 that KV1 satisfies the hypothesis of Theo-
rem 5.3.1. Thus KV1(T0A) = 0 for every ring A. However, there is no natural isomorphism
KV1(σA) = K0(A). Indeed, since KV1(σPA) = KV1(PσA) = 0 the existence of such an iso-
morphism would imply that K0(PA) = 0, which in turn, given the fact that K0 is split exact,
would imply that K0(A[t]) = K0(A), a formula which does not hold for general A (see Example
4.1).

We finish the section with a technical result which will be used in Subsection 6.7.

Propostion 5.3.6. Let D be an additive category, F : Ass→D an additive functor, and A a ring.
Assume F is M∞-stable on A and M2-stable on both T A and M2(T A). Then F(M∞A→T A)
is the zero map.

Proof. Because F is M∞-stable on A, it suffices to show that F sends the inclusion : A→T A,
a 7→ ae11, to the zero map. Note that e11 = 1−α∗α , by (45). Consider the inclusion ∞ : A→
T A, ∞(a) = a ·1 = diag(a,a,a, . . .). One checks that the following matrix

Q =
[

1−α∗α α∗

α 0

]
∈ GL2T (Ã)

satisfies Q2 = 1 and

Q
[

(a) 0
0 ∞(a)

]
Q =

[
∞(a) 0

0 0

]
.

Since we are assuming that F is additive and M2-stable on both T A and M2T A, we may now
apply Exercise 2.2.5 and Proposition 2.2.6 to deduce the following identity between elements
of the group homD(F(A),F(T A)):

+ ∞ = ∞.

It follows that = 0, as we had to prove. ut

Exercise 5.3.7. Deduce from Remark 5.3.5 and propositions 5.3.6 and 4.2 iii) that the canonical
maps GL(T0A)′0→ GL(σA)′0 and GL(T A)′0→ GL(A[t, t−1])′0 are not surjective in general.
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6 Quillen’s Higher K-theory

Quillen’s higher K-groups of a unital ring R are defined as the homotopy groups of a certain
CW -complex; the plus construction of the classifying space of the group GL(R) [?]. The latter
construction is defined more generally for CW -complexes, but we shall not go into this general
version; for this and other matters connected with the plus construction approach to K-theory,
the interested reader should consult standard references such as Jon Berrick’s book [4], or
the papers of Loday [39], and Wagoner [44]. We shall need a number of basic facts from
algebraic topology, which we shall presently review. First of all we recall that if X and Y are
CW -complexes, then the cartesian product X×Y , equipped with the product topology, is not
a CW -complex in general. That is, the category of CW -complexes is not closed under finite
products in Top. On the other hand, any CW -complex is a compactly generated –or Kelley–
space, and the categorical product of two CW -complexes in the category Ke of compactly
generated spaces is again CW , and also has the cartesian product X ×Y as underlying set.
Moreover, in case the product topology in X ×Y happens to be compactly generated, then
it agrees with that of the product in Ke. In these notes, we write X ×Y for the cartesian
product equipped with its compactly generated topology. (For a more detailed treatment of the
categorical properties of Ke see [25]).

6.1 Classifying spaces.

The classifying space of a (discrete) group G is a pointed connected CW -complex BG such that

πnBG =
{

G n = 1
0 n 6= 1

This property characterizes BG and makes it functorial up to homotopy. Further there are
various strictly functorial models for BG ([44, Ch. 5§1], [27, 1.5]). We choose the model
coming from the realization of the simplicial nerve of G ([27]), and write BG for that model.
Here are some basic properties of BG which we shall use.

Properties 6.1.1.
i) If

1→ G1→ G2→ G3→ 1

is an exact sequence of groups, then BG2→ BG3 is a fibration with fiber BG1.
ii) If G1 and G2 are groups, then the map B(G1×G2)→ BG1×BG2 is a homeomorphism.
iii) The homology of BG is the same as the group homology of G; if M is π1BG = G-module,
then

Hn(BG,M) = Hn(G,M) := TorZG
n (Z,M)

ut

6.2 Perfect groups and the plus construction for BG.

A group P is called perfect if its abelianization is trivial, or equivalently, if P = [P,P]. Note
that a group P is perfect if and only if the functor homGrp(P,−) : Ab→ Ab is zero. Thus
the full subcategory ⊂ Grp of all perfect groups is closed both under colimits and under
homomorphic images. In particular, if G is group, then the directed set of all perfect subgroups
of G is filtering, and its union is again a perfect subgroup N, the maximal perfect subgroup of
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G. Since the conjugate of a perfect subgroup is again perfect, it follows that N is normal in
G. Note that N ⊂ [G,G]; if moreover the equality holds, then we say that G is quasi-perfect.
For example, if R is a unital ring, then GLR is quasi-perfect, and ER is its maximal perfect
subgroup ([44, 2.1.4]). Quillen’s plus construction applied to the group G yields a cellular map
of CW -complexes ι : BG→ (BG)+ with the following properties (see [39, 1.1.1, 1.1.2]).

i) At the level of π1, ι induces the projection G� G/N.
ii) At the level of homology, ι induces an isomorphism H∗(G,M)→ H∗((BG)+,M) for each

G/N-module M.
iii) If BG→ X is any continuous function which at the level of π1 maps N → 1, then the

dotted arrow in the following diagram exists and is unique up to homotopy

BG
ι //

��

(BG)+

{{
X

iv) Properties i) and iii) above characterize ι : BG→ BG+ up to homotopy.

From the universal property, it follows that if f : BG1→ BG2 is a continuous map, then there is
a (continuous) map BG+

1 → BG+
2 , unique up to homotopy, which makes the following diagram

commute

BG1

��

f // BG2

��
BG+

1
f +
// BG+

2

Properties 6.2.1. ([39, 1.1.4])

i) If G1 and G2 are groups, and πi : B(G1 ×G2)→ BGi is the projection, then the map
(π+

1 ,π+
2 ) : B(G1×G2)+→ BG+

1 ×BG+
2 is a homotopy equivalence.

ii) The map BN+→ BG+ is the universal classifying space of BG+. ut

If
1→ G1→ G2

π→ G3→ 1 (47)

is an exact sequence of groups, then we can always choose π+ to be a fibration; write F for
its fiber. If the induced map G1 → π1F kills the maximal perfect subgroup N1 of G1, then
BG1→ F factors through a map

BG+
1 → F (48)

Propostion 6.2.2. Let (47) be an exact sequence of groups. Assume that

i) G1 is quasi-perfect and G2 is perfect.
ii)G3 acts trivially on H∗(G1,Z).
iii)π1F acts trivially on H∗(F,Z).
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Then the map (48) is a homotopy equivalence.

Proof. Consider the map of fibration sequences

BG1

��

// BG2

��

// BG3

��
F // BG+

2
// BG+

3

By the second property of the plus construction listed above, the maps BGi→ BG+
i are ho-

mology equivalences. For i ≥ 2, we have, in addition, that Gi is perfect, so BG+
i is simply

connected and F is connected with abelian π1, isomorphic to coker(π2BG+
2 → π2BG+

3 ). Hence
π1F → H1F is an isomorphism, by Poincaré’s theorem. All this together with the Comparison
Theorem ([64]), imply that BG1→ F and thus also (48), are homology equivalences. Moreover,
because G1 is quasi-perfect by hypothesis, the Hurewicz map π1BG+

1 → H1BG+
1 is an iso-

morphism, again by Poincaré’s theorem. Summing up, BG+
1 → F is a homology isomorphism

which induces an isomorphism of fundamental groups; since π1F acts trivially on H∗F by
hypothesis, this implies that (48) is a weak equivalence ([8, 4.6.2]). ut

Lemma 6.2.3. Let (47) be an exact sequence of groups. Assume that for every g∈G2 and every
finite set h1, . . . ,hk of elements of G1, there exists an h∈G1 such that for all i, ghig−1 = hhih−1.
Then G3 acts trivially on H∗(G1,Z).

Proof. If g ∈G2 maps to ḡ ∈G3, then the action of ḡ on H∗(G1,Z) is that induced by conjuga-
tion by g. The hypothesis implies that the action of g on any fixed cycle of the standard bar
complex which computes H∗(BG1,Z) ([56, 6.5.4]) coincides with the conjugation action by an
element of G1, whence it is trivial ([56, 6.7.8]). ut

Quillen’s higher K-groups of a unital ring R are defined as the homotopy groups of
(BGLR)+; we put

K(R) : = (BGLR)+

KnR : = πnK(R) (n≥ 1).

In general, for a not necessarily unital ring A, we put

K(A) := fiber(K(Ã)→ K(Z)), Kn(A) = πnK(A) (n≥ 1)

One checks, using 6.2.1 i), that when A is unital, these definitions agree with the previous ones.

Remark 6.2.4. As defined, K is a functor from Ass to the homotopy category of topological
spaces HoTop. Further note that for n = 1 we recover the definition of K1 given in 2.1.3.

We shall see below that the main basic properties of Section 2.1 which hold for K1 hold
also for higher Kn ([39]). First we need some preliminaries. If W : N→ N is an injection, we
shall identify W with the endomorphism Z(N)→ Z(N), W (ei) = ew(i) and also with the matrix
of the latter in the canonical basis, given by Wi j = δi,w( j). Let V = W t be the transpose matrix;
then VW = 1. If now R is a unital ring, then the endomorphism ψV,W : M∞R→M∞R of 2.2.6
induces a group endomorphism GL(R)→ GL(R), which in turn yields homotopy classes of
maps

ψ : K(R)→ K(R), ψ
′ : BE(R)+→ BE(R)+. (49)
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Lemma 6.2.5. ([39, 1.2.9]) The maps (49) are homotopic to the identity. ut

A proof of the previous lemma for the case of ψ can be found in loc. cit.; a similar argument
works for ψ ′.

Propostion 6.2.6. Let n≥ 1 and let R be a unital ring.

i) The functor Kn : Ass1→ Ab is additive.
ii) The direct sum ⊕ : GLR×GLR→ GLR of (2) induces a map K(R)×K(R)→ K(R) which
makes K(R) into an H-group, that is, into a group up to homotopy. Similarly, BE(R)+ also has
an H-group structure induced by ⊕.
iii) The functors K : Ass1→ HoTop and Kn : Ass1→ Ab are M∞-stable.

Proof. Part i) is immediate from 6.2.1 i). The map of ii) is the composite of the homotopy
inverse of the map of 6.2.1 i) and the map BGL(⊕)+. One checks that, up to endomorphisms
of the form ψV,W induced by injections N→N, the map ⊕ : GL(R)×GL(R) is associative and
commutative and the identity matrix is a neutral element for ⊕. Hence by 6.2.5 it follows that
BGL(R)+ is a commutative and associative H-space. Since it is connected, this implies that
it is an H-group, by [60, X.4.17]. The same argument shows that BE(R)+ is also an H-group.
Thus ii) is proved. Let ι : R→M∞R be the canonical inclusion. To prove iii), one observes
that a choice of bijection N×N→ N gives an isomorphism φ : M∞M∞R

∼=→ M∞R such that
the composite with M∞ι is a homomorphism the form ψV,W for some injection W : N→ N,
whence the induced map K(R)→ K(R) is homotopic to the identity, by Lemma 6.2.5. This
proves that K(ι) is a homotopy equivalence. ut

Corollary 6.2.7. If S is an infinite sum ring, then K(S) is contractible.

Proof. It follows from the theorem above, using Exercise 2.2.3 ii) and Proposition 2.3.1. ut

Propostion 6.2.8. Let R be a unital ring, ΣR the suspension, ΩK(ΣR) the loopspace, and
Ω0K(ΣR) ⊂ ΩK(ΣR) the connected component of the trivial loop. There is a homotopy
equivalence

K(R) ∼→Ω0K(ΣR).

Proof. Consider the exact sequence of rings

0→M∞R→ Γ R→ ΣR→ 0

Since K1(Γ R) = 0, we have
GL(Γ R) = E(Γ R),

which applies onto EΣR. Thus we have an exact sequence of groups

1→ GLM∞R→ GLΓ R→ EΣR→ 1

One checks that the inclusion GL(M∞R)→ GL(Γ R) satisfies the hypothesis of 6.2.3 (see [53,
bottom of page 357] for details). Thus the perfect group E(ΣR) acts trivially on H∗(GLM∞R,Z).
On the other hand, by 6.2.6 ii), both K(Γ R) and BE(ΣR)+ are H-groups, and moreover since
π : GL(Γ R)→ GL(ΣR) is compatible with ⊕, the map π+ : K(Γ R)→ BE(ΣR)+ can be
chosen to be compatible with the induced operation. This implies that the fiber of π+ is a
connected H-space (whence an H-group) and so its fundamental group acts trivially on its
homology. Hence by Propositions 6.2.6 iii) and 6.2.2, we have a homotopy fibration
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K(R)→ K(Γ R)→ BE(ΣR)+

By 6.2.7, the map
ΩBE(ΣR)+→ K(R) (50)

is a homotopy equivalence. Finally, by 6.2.1 ii),

ΩBE(ΣR)+ ∼→Ω0K(ΣR). (51)

Now compose (51) with a homotopy inverse of (50) to obtain the theorem. ut

Corollary 6.2.9. For all n ∈ Z, Kn(ΣR) = Kn−1(R)

Proof. For n≤ 0, the statement of the proposition is immediate from the definition of Kn. For
n = 1, it is (21). If n≥ 2, then

Kn(ΣR) = πn(K(ΣR)) = πn−1(ΩK(ΣR)) = πn−1(Ω0K(ΣR)) = πn−1K(R) = Kn−1R. ut

Remark 6.2.10. The homotopy equivalence of Proposition 6.2.8 is the basis for the construction
of the nonconnective K-theory spectrum; we will come back to this in Section 10.

6.3 Functoriality issues.

As defined, the rule K : R 7→ BGL(R)+ is only functorial up to homotopy. Actually its possible
to choose a functorial model for KR; this can be done in different ways (see for example [38,
11.2.4,11.2.11]). However, in the constructions and arguments we have made (notably in the
proof of 6.2.8) we have often used Whitehead’s theorem that a map of CW -complexes which
induces an isomorphism at the level of homotopy groups (a weak equivalence) always has
a homotopy inverse. Now, there is in principle no reason why a natural weak equivalence
between functorial CW -complexes will admit a homotopy inverse which is also natural; thus
for example, the weak equivalence of Proposition 6.2.8 need not be natural for an arbitrarily
chosen functorial version of KR. What we need is to be able to choose functorial models so
that any natural weak equivalence between them automatically has a natural homotopy inverse.
In fact we can actually do this, as we shall now see. First of all, as a technical restriction
we have to choose a small full subcategory I of the category Ass, and look at K-theory as a
functor on I. This is no real restriction, as in practice we always start with a set of rings (ofter
with only one element) and then all the arguments and constructions we perform take place
in a set (possibly larger than the one we started with, but still a set). Next we invoke the fact
that the category TopI

∗ of functors from I to pointed spaces is a closed model category where
fibrations and weak equivalences are defined objectwise (by [32, 11.6.1] this is true of the
category of functors to any cofibrantly generated model category; by [32, 11.1.9], Top∗ is such
a category). This implies, among other things, that there is a full subcategory (TopI

∗)c→ TopI
∗,

the subcategory of cofibrant objects (among which any natural weak equivalence has a natural
homotopy inverse), a functor TopI

∗→ (TopI
∗)c, X 7→ X̂ and a natural transformation X̂ → X

such that X̂(R)→ X(R) is a fibration and weak equivalence for all R. Thus we can replace our
given functorial model for BGL+(R) by ̂BGL(R)+, and redefine K(R) = ̂BGL(R)+.
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6.4 Relative K-groups and excision.

Let R be a unital ring, I /R an ideal, and S = R/I. Put

GLS := Im(GLR→ GLS)

The inclusion GLS⊂ GLS induces a map

(BGLS)+→ K(S) (52)

By 6.2.1 ii), (52) induces an isomorphism

πn(BGLS)+ = KnS (n≥ 2).

On the other hand,
π1(BGLS+) = GLS/ES = Im(K1R→ K1S).

Consider the homotopy fiber

K(R : I) := fiber((BGLR)+→ (BGLS)+).

The relative K-groups of I with respect to the ideal embedding I /R are defined by

Kn(R : I) :=

{
πnK(R : I) n≥ 1
Kn(I) n≤ 0

The long exact squence of homotopy groups of the fibration which defines K(R : I), spliced
together with the exact sequences of Theorem 2.4.1 and Proposition 2.5.2, yields a long exact
sequence

Kn+1R→ Kn+1S→ Kn(R : I)→ KnR→ Kn(S) (n ∈ Z) (53)

The canonical map Ĩ→ R induces a map

Kn(I)→ Kn(R : I) (54)

This map is an isomorphism for n≤ 0, but not in general (see Remark 2.4.4). The rings I so
that this map is an isomorphism for all n and R are called K-excisive. Suslin and Wodzicki have
completely characterized K-excisive rings ([61],[49],[48]). We have

Theorem 6.4.1. ([48]) The map (54) is an isomorphism for all n and R ⇐⇒ TorĨ
n(Z, I) = 0

∀n. ut

Note that

TorĨ
0(Z, I) = I/I2

TorĨ
n(Z, I) = TorĨ

n+1(Z,Z).

Example 6.4.2. Let G be a group, IG /ZG the augmentation ideal. Then ZG = ˜IG is the
unitalization of IG. Hence

Tor ˜IG
n (Z, IG) = Hn+1(G,Z).

In particular
Tor ˜IG

0 (Z, I) = Gab
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So if IG is K-excisive, then G must be a perfect group. Thus, for example, IG is not K-excisive
if G is a nontrivial abelian group. In particular, the ring σ is not K-excisive, as it coincides with
the augmentation ideal of Z[Z] = Z[t, t−1]. As another example, if S is an infinite sum ring,
then

Hn(GL(S),Z) = Hn(K(S),Z) = Hn(pt,Z) = 0 (n≥ 1).
Thus the ring IGL(S) is K-excisive.

Remark 6.4.3. We shall introduce a functorial complex L̄(A) which computes TorÃ
∗ (Z,A) and

use it to show that the functor Tor(̃−)
∗ (Z,−) commutes with filtering colimits. Consider the

functor ⊥: Ã−mod→ Ã−mod,
⊥M =

⊕
m∈M

Ã.

The functor ⊥ is the free Ã-module cotriple [56, 8.6.6]. Let L(A)→ A be the canonical free
resolution associated to ⊥ [56, 8.7.2]; by definition, its n-th term is Ln(A) =⊥n A. Put L̄(A) =
Z⊗Ã L(A). Then L̄(A) is a functorial chain complex which satisfies H∗(L̄(A)) = TorÃ

∗ (Z,A).
Because ⊥ commutes with filtering colimits, it follows that the same is true of L and L̄, and

therefore also of Tor(̃−)
∗ (Z,−) = H∗L̄(−).

Exercise 6.4.4.
i) Prove that any unital ring is K-excisive.
ii) Prove that if R is a unital ring, then M∞R is K-excisive. (Hint: M∞R = colimn MnR).

Remark 6.4.5. If A is flat over k (e.g. if k is a field) then the canonical resolution Lk(A) ∼→ A
associated with the induced module cotriple Ãk⊗k (−), is flat. Thus L̄k(A) := Lk(A)/ALk(A)
computes TorÃk∗ (k,A). Modding out by degenerates, we obtain a homotopy equivalent complex
([56]) Cbar(A/k), with Cbar

n (A/k) = A⊗kn+1. The complex Cbar is the bar complex considered
by Wodzicki in [61]; its homology is the bar homology of A relative to k, Hbar

∗ (A/k). If A is
a Q-algebra, then A is flat as a Z-module, and thus Hbar

∗ (A/Z) = TorÃ
∗ (Z,A). Moreover, as

A⊗Zn = A⊗Qn, we have Cbar(A/Z) = Cbar(A/Q), whence

TorÃ
∗ (Z,A) = TorÃQ

∗ (Q,A) = Hbar
∗ (A/Q)

6.5 Locally convex algebras.

A locally convex algebra is a complete topological C-algebra L with a locally convex topology.
Such a topology is defined by a family of seminorms {ρα}; continuity of the product means
that for every α there exists a β such that

ρα (xy)≤ ρβ (x)ρβ (y) (x,y ∈ L). (55)

If in addition the topology is determined by a countable family of seminorms, we say that L is
a Fréchet algebra.

Let L be a locally convex algebra. Consider the following two factorization properties:
(a) Cohen-Hewitt factorization.

∀n≥ 1,a = (a1, . . . ,an) ∈ L⊕n =
n⊕

i=1
L ∃z ∈ L, x ∈ Ln such that (56)

z · x = a and x ∈ L ·a

Here the bar denotes topological closure in L⊕n.
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(b) Triple factorization.

∀a ∈ L⊕n,∃b ∈ L⊕n, c,d ∈ L, (57)

such that a = cdb and (0 : d)l := {v ∈ L : dv = 0}= (0 : cd)l (58)

The right ideal (0 : d)l is called the left annihilator of d. Note that property (b) makes sense for
an arbitrary ring L.

Lemma 6.5.1. Cohen-Hewitt factorization implies triple factorization. That is, if L is a locally
convex algebra which satisfies property (a) above, then it also satisfies property (b).

Proof. Let a ∈ L⊕n. By (a), there exist b ∈ L⊕n and z ∈ L such that a = zb. Applying (a) again,
we get that z = cd with d ∈ L · z; this implies that (0 : d)l = (0 : z)l .

Theorem 6.5.2. ([49, 3.12, 3.13(a)]) Let L be a ring. Assume that either L or Lop satisfy (57).
Then A is K-excisive. ut

6.6 Fréchet m-algebras with approximate units.

A uniformly bounded left approximate unit (ublau) in a locally convex algebra L is a net {eλ }
of elements of L such that eλ a 7→ a for all a and supα ρα (a) < ∞. Right ubau’s are defined
analogously. If L is a locally convex algebra such that a defining family of seminorms can be
chosen so that condition (55) is satisfied with α = β (i.e. the seminorms are submultiplicative)
we say that L is an m-algebra. An m-algebra which is also Fréchet will be called a Fréchet
m-algebra.

Example 6.6.1. Every C∗-algebra has a two-sided ubau ([21, I.4.8]). If G is a locally compact
group, then the group algebra L1(G) is a Banach algebra with two sided ubau [61, 8.4]. If L1
and L2 are locally convex algebras with ublaus {eλ } and { fµ}, then {eλ ⊗ fµ} is a ublau for
the projective tensor product L1⊗̂L2, which is a (Fréchet) m-algebra if both L1 and L2 are.

Remark 6.6.2. In a Banach algebra, any bounded approximate unit is uniformly bounded. Thus
for example, the unit of a unital Banach algebra is an ublau. However, the unit of a general
unital locally convex algebra (or even of a Fréchet m-algebra) need not be uniformly bounded.

Let L be an m-Fréchet algebra. A left Fréchet L-module is a Fréchet space V equipped with
a left L-module structure such that the multiplication map L×V → V is continuous. If L is
equipped with an ublau eλ such that eλ · v→ v for all v ∈V , then we say that V is essential.

Example 6.6.3. If L is an m-Fréchet algebra with ublau eλ and x ∈ L⊕n (n≥ 1) then eλ x→ x.
Thus L⊕n is an essential Fréchet L-module. The next exercise generalizes this example.

Exercise 6.6.4. Let L be an m-Fréchet algebra with ublau eλ , M a unital m-Fréchet algebra,
and n≥ 1. Prove that for every x ∈ (L⊗̂M)⊕n, (eλ ⊗1)x→ x. Conclude that (L⊗̂M)⊕n is an
essential L⊗̂M-module.

The following Fréchet version of Cohen-Hewitt’s factorization theorem (originally proved
in the Banach setting) is due to M. Summers.

Theorem 6.6.5. ([47, 2.1]) Let L be an m-Fréchet algebra with ublau, and V an essential
Fréchet left L-module. Then for each v ∈V and for each neighbourhood U of the origin in V
there is an a ∈ L and a w ∈V such that v = aw, w ∈ Lv, and w− v ∈U. ut
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Theorem 6.6.6. ([61, 8.1]) Let L be a Fréchet m-algebra. Assume L has a right or left ubau.
Then L is K-excisive.

Proof. In view of Lemma (6.5.1), it suffices to show that L satisfies property (56). This follows
by applying Theorem 6.6.5 to the essential L-module L⊕n. ut

Exercise 6.6.7. Prove that if L and M are as in Exercise (6.6.4), then L⊗̂M is K-excisive.

Remark 6.6.8. In [13, 8.1.1] it asserted that if k ⊃ Q is a field, and A is a k-algebra, then

TorÃQ
∗ (Q,A) = TorÃk∗ (k,A), but the proof uses the identity Ãk⊗Ã ? = k⊗ ? , which is wrong.

In loc. cit., the lemma is used in combination with Wodzicki’s theorem ([61, 8.1]) that a Fréchet
algebra L with ublau is H-unital as a C-algebra, to conclude that such L is K-excisive. In
Theorem 6.6.6 we gave a different proof of the latter fact.

6.7 Fundamental theorem and the Toeplitz ring.

Notation. If G : Ass→ Ab is a functor, and A is a ring, we put

NG(A) := coker(GA→ G(A[t])).

Let R be a unital ring. We have a commutative diagram

R

��

// R[t]

��
R[t−1] // R[t, t−1]

Thus applying the functor Kn we obtain a map

KnR⊕NKnR⊕NKnR→ KnR[t, t−1] (59)

which sends NKnR⊕NKnR inside kerev1. Thus KnR→ KnR[t, t−1] is a split mono, and the
intersection of its image with that of NKnR⊕NKnR is 0. On the other hand, the inclusion
T R→ Γ R induces a map of exact sequences

0 // M∞R // T R

��

// R[t, t−1]

��

// 0

0 // M∞R // Γ R // ΣR // 0

In particular, we have a homomorphism R[t, t−1]→ ΣR, and thus a homomorphism

η : KnR[t, t−1]→ Kn−1R.

Note that the maps R[t]→ T R, t 7→ α and t 7→ α∗, lift the homomorphisms R[t]→ R[t, t−1],
t 7→ t and t 7→ t−1. It follows that kerη contains the image of (59). In [39], Loday introduced a
product operation in K-theory of unital rings

Kp(R)⊗Kq(S)→ Kp+q(R⊗S).
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In particular, multiplying by the class of t ∈ K1(Z[t, t−1]) induces a map

∪t : Kn−1R→ KnR[t, t−1]. (60)

Loday proves in [39, 2.3.5] that η ◦ (−∪ t) is the identity map. Thus the images of (59) and
(60) have zero intersection. Moreover, we have the following result, due to Quillen [?], which
is known as the fundamental theorem of K-theory.

Theorem 6.7.1. ([?], see also [Sch1]) Let R be a unital ring. The maps (59) and (60) induce
an isomorphism

KnR⊕NKnR⊕NKnR⊕Kn−1R
∼=→ KnR[t, t−1] (n ∈ Z).

Corollary 6.7.2. (cf. Theorem 5.3.2)

Kn(R[t, t−1] : σR) = Kn−1R⊕NKnR⊕NKnR (n ∈ Z).

Propostion 6.7.3. (cf. Theorem 5.3.1) Let R be a unital ring, and n ∈ Z. Then

KnT R = KnR⊕NKnR⊕NKnR,

Kn(T R : T0R) = NKnR⊕NKnR.

Proof. Consider the exact sequence

0→M∞R→T R→ R[t, t−1]→ 0

By Proposition 10.1.2, Exercise 6.4.4 and matrix stability we have a long exact sequence

KnR→ KnT R→ KnR[t, t−1]→ Kn−1R→ Kn−1T R (n ∈ Z).

By 5.3.6, the first and the last map are zero. The proposition is immediate from this, from
Corollary 6.7.2, and from the discussion above. ut

7 Comparison between algebraic and topological K-theory I

7.1 Stable C∗-algebras.

The following is Higson’s homotopy invariance theorem.

Theorem 7.1.1. [31, 3.2.2] Let G be a functor from C∗-algebras to abelian groups. Assume
that G is split exact and K -stable. Then G is homotopy invariant. ut

Lemma 7.1.2. Let G be a functor from C∗-algebras to abelian groups. Assume that G is
M2-stable. Then the functor F(A) := G(A

∼
⊗K ) is K -stable.

Proof. Let H be an infinite dimensional separable Hilbert space. The canonical isomorphism
C2⊗2 H ∼= H ⊕H induces an isomorphism K

∼
⊗K → M2K which makes the following

diagram commute

K
∼
⊗K

∼= // M2K

K

e11⊗1

ccGGGGGGGG

ι1

<<zzzzzzzzz

Since G is M2-stable by hypothesis, it follows that F(1A
∼
⊗ e1,1

∼
⊗1K ) is an isomorphism for

all A. ut
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The following result, due to Suslin and Wodzicki, is (one of the variants of) what is known as
Karoubi’s conjecture [34].

Theorem 7.1.3. [49, 10.9] Let A be a C∗-algebra. Then there is a natural isomorphism Kn(A
∼
⊗

K ) = Ktop
n (A

∼
⊗K ).

Proof. By definition K0 = Ktop
0 on all C∗-algebras. By Example 6.6.1 and Theorem 6.6.6,

C∗-algebras are K-excisive. In particular K∗ is split exact when regarded as a functor of C∗-
algebras. By 6.2.6 iii), 2.5.2 i), and split exactness, K∗ is M∞-stable on C∗-algebras; this
implies it is also M2-stable (Exercise 2.2.3). Thus K∗(−

∼
⊗K ) is K -stable, by 7.1.2. Hence

Kn(A(0,1]
∼
⊗K ) = 0, by split exactness and homotopy invariance (Theorem 7.1.1). It follows

that
Kn+1(A

∼
⊗K ) = Kn(A(0,1)

∼
⊗K ) (61)

by excision. In particular, for n≥ 0,

Kn(A
∼
⊗K ) = K0(A

∼
⊗
∼
⊗

n
i=1C(0,1)

∼
⊗K ) = Ktop

n (A
∼
⊗K ). (62)

On the other hand, by Cuntz’ theorem 3.2.4, excision applied to the C∗-Toeplitz extension and
7.1.2, Kn+1(A(0,1)

∼
⊗K ) = Kn(A

∼
⊗K

∼
⊗K ) = Kn(A

∼
⊗K ). Putting this together with (61),

we get that K∗(K
∼
⊗A) is Bott periodic. It follows that the identity (62) holds for all n ∈ Z. ut

7.2 Stable Banach algebras.

The following result is a particular case of a theorem of Wodzicki.

Theorem 7.2.1. ([62, Thm. 2], [13, 8.3.3, 8.3.4]) Let L be Banach algebra with right or left
ubau. Then there is an isomorphism K∗(L⊗̂K ) = Ktop

∗ (L⊗̂K ).

Proof. Consider the functor GL : C∗→ Ab, A 7→ K∗(L⊗̂(A
∼
⊗K )). By the same argument as

in the proof of 7.1.3, GL is homotopy invariant. Hence C→ C[0,1] induces an isomorphism

GL(C) =K∗(L⊗̂K )
∼=→ GL(C[0,1]) = K∗(L⊗̂(C[0,1]

∼
⊗K ))

=K∗(L⊗̂K [0,1]) = K∗((L⊗̂K )[0,1]).

Hence Kn+1(L⊗̂K ) = Kn(L⊗̂K (0,1)), by 6.6.6 and 6.6.1. Thus Kn(L⊗̂K ) = Ktop
n (L⊗̂K )

for n≥ 0. Consider the punctured Toeplitz sequence

0→K →T top
0 → C(0,1)→ 0

By [21, V.1.5], this sequence admits a continuous linear splitting. Hence it remains exact after
applying the functor L⊗̂−. By 3.2.4, we have

K−n(L⊗̂(K
∼
⊗T0)) = 0 (n≥ 0).

Thus

K−n(L⊗̂K ) = K−n(L⊗̂(K
∼
⊗K )) = K0((L⊗̂K )⊗̂⊗̂n

i=1C(0,1)) = Ktop
−n (L⊗̂K ). ut
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Remark 7.2.2. The theorem above holds more generally for m-Fréchet algebras ([62, Thm. 2],
[13, 8.3.4]), with the appropriate definition of topological K-theory (see Section 12 below).

Exercise 7.2.3. Let A be a Banach algebra. Consider the map K0(A)→ K−1(A(0,1)) coming
from the exact sequence

0→ A(0,1)→ A(0,1]→ A→ 0

Put
A(0,1)m = A⊗̂

(
⊗̂m

i=1C(0,1)
)

and define
KCn(A) = colim

p
K−p(A(0,1)n+p) (n ∈ Z)

i) Prove that KC∗ satisfies excision, M∞-stability, continuous homotopy invariance, and nilin-
variance.
ii) Prove that KC∗(A⊗̂K ) = Ktop

∗ (A).
iii) Prove that the composite

Ktop
n A = K0(A(0,1)n)→ KCn(A)→ KCn(A⊗̂K ) = Ktop

n (A) (n≥ 0)

is the identity map. In particular KCn(A)→ Ktop
n (A) is surjective for n≥ 0.

Remark 7.2.4. J. Rosenberg has conjectured (see [45, 3.7]) that, for n ≤ −1, the restriction
of Kn to commutative C∗-algebras is homotopy invariant. Note that if A is a Banach algebra
(commutative or not) such that, K−q(A(0,1)p)→ K−q(A(0,1)p[0,1]) is an isomorphism for
all p,q ≥ 0, then KCn(A)→ Ktop

n A is an isomorphism for all n. In particular, if Rosenberg’s
conjecture holds, this will happen for all commutative C∗-algebras A.

8 Topological K-theory for locally convex algebras

8.1 Diffeotopy KV .

We begin by recalling the notion of C∞-homotopies or diffeotopies (from [15], [16]). Let L
be a locally convex algebra. Write C ∞([0,1],L) for the algebra of those functions [0,1]→ L
which are restrictions of C ∞-functions R→ L. The algebra C ∞([0,1],L) is equipped with a
locally convex topology which makes it into a locally convex algebra, and there is a canonical
isomorphism

C ∞([0,1],L) = C ∞([0,1],C)⊗̂L

Two homomorphisms f0, f1 : L→M of locally convex algebras are called diffeotopic if there is
a homomorphism H : L→ C ∞([0,1],M) such that the following diagram commutes

C ∞([0,1],M)

(ev0,ev1)

��
L

H
::tttttttttt

( f0, f1)
// M×M

Consider the exact sequences
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0→ PdifL→ C ∞([0,1],L) ev0→ L→ 0 (63)

0→Ω
difL→ PdifL ev1→ L→ 0 (64)

Here PdifL and Ω difL are the kernels of the evaluation maps. The first of these is split by the
natural inclusion L→ C ∞([0,1],L), and the second is split the continous linear map sending
l 7→ (t 7→ tl). We have

Ω
difL = Ω

difC⊗̂L, PdifL = PdifC⊗̂L.

Put

GL(L)′′0 = Im(GLPdifL→ GL(L))

KV dif
1 (L) = GL(L)/GL(L)′′0 .

The following is the analogue of Proposition 4.2 for KV dif
1 (except for nilinvariance, treated

separately in Exercise 8.1.2).

Propostion 8.1.1.
i) The functor KV dif

1 is split exact.
ii)For each locally convex algebra L, there is a natural surjective map K1L→ KV dif

1 L.
iii) If

0→ L→M→ N→ 0 (65)

is an exact sequence such that the map GL(M)′′0 → GL(N)′′0 is onto, then the map K1N→ K0L
of Theorem 2.4.1 factors through KV dif

1 N, and the resulting sequence

KV dif
1 L // KV dif

1 M // KV dif
1 N

∂

��
K0N K0Moo K0Loo

is exact.
iv)KV dif

1 is additive, diffeotopy invariant and M∞-stable.

Proof. One checks that, mutatis-mutandis, the same argument of the proof of 4.2 shows this.
ut

By the same argument as in the algebraic case, we obtain a natural injection

KV dif
1 L ↪→ K0(Ω difL)

Higher KV dif-groups are defined by

KV dif
n (L) = KV dif

1 ((Ω dif)n−1L) (n≥ 2)

Exercise 8.1.2.
i) Show that if L is a locally convex algebra such that Ln = 0 and such that L→ L/Li admits a
continuous linear splitting for all i≤ n−1, then KV dif

1 L = 0.
ii) Show that if L is as in i) then the map KV dif

1 M→KV dif
1 N induced by (65) is an isomorphism.
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8.2 Diffeotopy K-theory.

Consider the excision map

KnL→ Kn−1(Ω difL) (n≤ 0)

associated to the sequence (64). The diffeotopy K-theory of the algebra L is defined by the
formula

KDnL = colim
p

K−p((Ω dif)n+pL) (n ∈ Z)

It is also possible to express KD in terms of KV dif. First we observe that, since ΣC is a
countably dimensional algebra, equipping it with the fine topology makes it into a locally
convex algebra [16, 2.1], and if L is any locally convex algebra then we have

ΣL = ΣC⊗C L = ΣC⊗̂L.

Thus
Ω

dif
ΣL = ΣΩ

difL.

Taking this into account, and using the same argument as used to prove (44), one obtains

KDnL = colim
r

KV dif
1 (Σ r+1(Ω dif)n+rL) = colim

r
KV dif

n+r+1(Σ
r+1L).

Propostion 8.2.1. Diffeotopy K-theory has the following properties.
i) It is diffeotopy invariant, nilinvariant and M∞-stable.
ii) It satisfies excision for those exact sequences which admit a continuous linear splitting. That
is, if

0→ L→M π→ N→ 0 (66)

is an exact sequence of locally convex algebras and there exists a continuous linear map
s : N→M such that πs = 1N , then there is a long exact sequence

KDn+1M→ KDn+1N→ KDnL→ KDnM→ KDnN (n ∈ Z).

Proof. The proof is essentially the same as that of Theorem (5.1.1). The splitting hypothesis in
ii) guarantees that the functor L 7→Ω difL = Ω difC⊗̂L and its iterations, send (66) to an exact
sequence. ut

Comparing KV dif and KD.

The analogue of Proposition 5.2.3 is 8.2.3 below. It is immediate from Lemma 8.2.2, which is
the analogue of Lemma 5.2.1; the proof of 8.2.2 is essentially the same as that of 5.2.1.

Lemma 8.2.2. Let L be a locally convex algebra. Assume that for all n ≤ 0 and all p ≥ 1,
the natural inclusion ιp : L→ L⊗̂

(
⊗̂p

i=1C
∞([0,1])

)
= C ∞([0,1]p,L) induces an isomorphism

Kn(L)
∼=→ KnC ∞([0,1]p,L). Then KV dif

1 L→ K0Ω difL is an isomorphism, and for every n≤ 0
and every p ≥ 0, Kn(C ∞([0,1]p,PdifA)) = 0 and Kn(Ω difA)→ Kn(C∞([0,1]p,Ω difA)) is an
isomorphism.

Propostion 8.2.3. Let L be a locally convex algebra. Assume L satisfies the hypothesis of
Lemma 8.2.2. Then

KDnL =

{
KV dif

n L n≥ 1
KnL n≤ 0
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8.3 Bott periodicity.

Next we are going to prove a version of Bott periodicity for KD. The proof is analogous to
Cuntz’ proof of Bott periodicity for Ktop of C∗-algebras, with the algebra of smooth compact
operators and the smooth Toeplitz algebra substituted for the C∗-algebra of compact operators
and the Toeplitz C∗-algebra.

Smooth compact operators.

The algebra K of smooth compact operators ([41, §2],[15, 1.4]) consists of all those N×N-
matrices (zi, j) with complex coefficients such that for all n,

ρn(z) := ∑
p,q

pnqn|zp,q|< ∞

The seminorms ρn are submultiplicative, and define a locally convex topology on K. Since the
topology is defined by submultiplicative seminorms, it is an m-algebra. Further because the
seminorms above are countably many, it is Fréchet; summing up K is an m-Féchet algebra. We
have a map

e11 : C→ K,z 7→ e11z

Whenever we refer to K-stability below, we shall mean stability with respect to the functor
K⊗̂− and the map e11.

Smooth Toeplitz algebra.

The smooth Toeplitz algebra ([15, 1.5]), is the free m-algebra T sm on two generators α , α∗

subject to αα∗ = 1. As in the C∗-algebra case, there is a commutative diagram with exact rows
and split exact columns

0 // K // T sm
0

//

��

Ω difC //

��

0

0 // K // T sm //

��

C ∞(S1,C) //

ev1

��

0

C C

Here T sm
0 is defined so that the middle column be exact, and we use the exponential map to

identify Ω difC with the kernel of the evaluation map. Moreover the construction of T sm given
in [15] makes it clear that the rows are exact with a continuous linear splitting, and thus they
remain exact after applying L⊗̂, where L is any locally convex algebra.

Bott periodicity.

The following theorem, due to J. Cuntz, appears in [15, Satz 6.4], where it is stated for functors
on m-locally convex algebras. The same proof works for functors of all locally convex algebras.

Theorem 8.3.1. (Cuntz, [15, Satz 6.4]) Let G be a functor from locally convex algebras to
abelian groups. Assume that
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• G is diffeotopy invariant.
• G is K-stable.
• G is split exact.

Then for every locally convex algebra L, we have:

G(L⊗̂T sm
0 ) = 0

Theorem 8.3.2. For every locally convex algebra L, there is a natural isomorphism KD∗(L⊗̂K)∼=
KD∗+2(L⊗̂K).

Proof. Consider the exact sequence

0 // L⊗̂K // L⊗̂T sm
0

//
Ω difL // 0

This sequence is linearly split by construction (see [15, 1.5]). This splitting property is clearly
preserved if we apply the functor K⊗̂. Hence by Proposition 8.2.1 ii), we have a natural map

KD∗+1(L⊗̂K) = KD∗(Ω difL⊗̂K)→ KD∗−1(L⊗̂K⊗̂K) (67)

By [15, Lemma 1.4.1], the map 1⊗̂e11 : K→ K⊗̂K is diffeotopic to an isomorphism. Since
KD is diffeotopy invariant, this shows that KD∗(K⊗̂−) is K-stable. Hence KD∗−1(L⊗̂K⊗̂K) =
KD∗−1(L⊗̂K), and by Cuntz’ theorem 8.3.1, (67) is an isomorphism. ut

Remark 8.3.3. Cuntz has defined a bivariant topological K-theory for locally convex algebras
([16]). This theory associates groups kklc

∗ (L,M) to any pair (L,M) of locally convex alge-
bras, and is contravariant in the first variable and covariant in the second. Roughly speaking,
kklc

n (L,M) is defined as a certain colimit of diffeotopy classes of m-fold extensions of L by M
(m≥ n). There is also an algebraic version of Cuntz’ theory, kk∗(A,B), which is defined for all
pairs of rings (A,B) ([12]). We point out that

kklc
∗ (C,M) = KD∗(M⊗̂K). (68)

Indeed the proof given in [12, 8.1.2] that for algebraic kk, KH∗(A) = kk∗(Z,A) for all rings
A, can be adapted to prove (68); one just needs to observe that, for the algebraic suspen-
sion, kklc

∗ (L,ΣM) = kklc
∗−1(L,M). Note that, in view of the definition of KD, (68) implies the

following “algebraic” formula for kklc:

kklc
n (C,L) = colim

p
K−p((Ω dif)p+q(L⊗K)).

9 Comparison between algebraic and topological K-theory II

9.1 The diffeotopy invariance theorem.

Let H be an infinite dimensional separable Hilbert space; write H ⊗2 H for the completed
tensor product of Hilbert spaces. Note any two infinite dimensional separable Hilbert spaces
are isomorphic; hence we may regard any operator ideal J /B(H) as a functor from Hilbert
spaces to C-algebras (see [33, 3.3]). Let J /B be an ideal.

• J is multiplicative if B⊗̂B→B(H⊗2 H) maps J ⊗̂J to J .
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• J is Fréchet if it is a Fréchet algebra and the inclusion J →B is continuous. A Fréchet
ideal is a Banach ideal if it is a Banach algebra.

Write ω = (1/n)n for the harmonic sequence.

• J is harmonic if it is a multiplicative Banach ideal such that J (`2(N)) contains diag(ω).

Example 9.1.1. Let p ∈ R>0. Write Lp for the ideal of those compact operators whose se-
quence of singular values is p-summable; Lp is called the p-Schatten ideal. It is Banach ⇐⇒
p≥ 1, and is harmonic ⇐⇒ p > 1. There is no interesting locally convex topology on Lp for
p < 1.

The following theorem, due to J. Cuntz and A. Thom, is the analogue of Higson’s homotopy
invariance theorem 7.1.1 in the locally convex algebra context. The formulation we use here is
a consequence of [20, 5.1.2] and [20, 4.2.1].

Theorem 9.1.2. ([20]) Let J be a harmonic operator ideal, and G a functor from locally
convex algebras to abelian groups. Assume that

i) G is M2-stable.
ii) G is split exact.

Then L 7→ G(L⊗̂J ) is diffeotopy invariant.

We shall need a variant of 9.1.2 which is valid for all Fréchet ideals J . In order to state it,
we introduce some notation. Let α : L→M be a homomorphism of locally convex algebras.
We say that α is an isomorphism up to square zero if there exists a continous linear map
β : M⊗̂M→ L such that the compositions β ◦ (α⊗̂α) and α ◦β are the multiplication maps of
L and M. Note that if α is an isomorphism up to square zero, then its image is a ideal of M,
and both its kernel and its cokernel are square-zero algebras.

Definition 9.1.3. Let G be a functor from locally convex algebras to abelian groups. We call G
continously nilinvariant if it sends isomorphisms up to square zero into isomorphisms.

Example 9.1.4. For any n ∈ Z, KHn is a continously nilinvariant functor of locally convex
algebras. If n ≤ 0, the same is true of Kn. In general, if H∗ is the restriction to locally con-
vex algebras of any excisive, nilinvariant homology theory of rings, then H∗ is continously
nilinvariant.

Theorem 9.1.5. [13, 6.1.6] Let J be a Fréchet operator ideal, and G a functor from locally
convex algebras to abelian groups. Assume that

i) G is M2-stable.
ii) G is split exact.

iii) G is continuously nilinvariant.

Then L 7→ G(L⊗̂J ) is diffeotopy invariant.

Exercise 9.1.6. Prove:
i) If L is a locally convex algebra, then L[t] is a locally convex algebra, and there is an
isomorphism L[t]∼= L⊗̂C[t] where C[t] is equipped with the fine topology.
ii) Let G be a diffeotopy invariant functor from locally convex algebras to abelian groups. Prove
that G is polynomial homotopy invariant.
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The following fact shall be needed below.

Lemma 9.1.7. Let G be a functor from locally convex algebras to abelian groups, and J a
Fréchet ideal. Assume that G is M2-stable and that F(−) := G(−⊗̂J ) is diffeotopy invariant.
Then F is K-stable.

Proof. Let ι : C→ K be the inclusion; put α = 1J ⊗̂ι . We have to show that if L is a locally
convex algebra, then G maps 1L⊗̂α to an isomorphism. To do this one constructs a map
β : K⊗̂J → K, and shows that G(1L⊗̂β ) is inverse to G(1L⊗̂α). To define β , proceed
as follows. By [13, 5.1.3], J ⊃ L 1, and the tensor product of operators defines a map
θ : L 1⊗̂J →J . Write φ : K→L 1 for the inclusion. Put β = θ ◦ (φ⊗̂1J ). The argument
of the proof of [20, 6.1.2] now shows that G sends both 1L⊗̂αβ and 1L⊗̂βα to identity maps.

ut

9.2 KH of stable locally convex algebras.

Let L be a locally convex algebra. Restriction of functions defines a homomorphism of locally
convex algebras L[t]→ C ∞([0,1],L), which sends ΩL→Ω difL. Thus we have a natural map

KHn(L) = colim
p

K−p(Ω p+nL)→ colim
p

K−p((Ω dif)p+nL) = KDn(L) (69)

Theorem 9.2.1. [13, 6.2.1] Let L be a locally convex algebra, J a Fréchet ideal, and A a
C-algebra. Then
i) The functors KHn(A⊗C (−⊗̂J )) (n ∈ Z) and Km(A⊗C (−⊗̂J )) (m≤ 0) are diffeotopy
invariant.
ii) A⊗C (L⊗̂J ) is Kn-regular (n≤ 0).
iii)The map KHn(L⊗̂J )→ KDn(L⊗̂J ) of (69) is an isomorphism for all n. Moreover we
have

KHn(L⊗̂J ) = KVn(L⊗̂J ) = KV dif
n (L⊗̂J) (n≥ 1)

Proof. Part i) is immediate from 5.1.1, 9.1.4 and 9.1.5. It follows from part i) and Exercise
9.1.6 that A⊗C (L⊗̂J ) is Kn-regular for all n≤ 0, proving ii). From part i) and excision, we
get that the two vertical maps in the commutative diagram below are isomorphisms (n≤ 0):

Kn(L⊗̂J )

��

1 // Kn(L⊗̂J )

��
Kn−1(ΩL⊗̂J ) // Kn−1(Ω difL⊗̂J )

It follows that the map at the bottom is an isomorphism. This proves the first assertion of iii).
The identity KHn(L⊗̂J ) = KVn(L⊗̂J ) (n≥ 1) follows from part i), using Proposition 5.2.3
and Remark 5.2.2. Similarly, part i) together with Proposition 8.2.3 imply that KDn(L⊗̂J ) =
KV dif

n (L⊗̂J ) (n≥ 1). ut

Corollary 9.2.2.

KHn(A⊗C (L⊗̂J )) =

{
K0(A⊗C (L⊗̂J )) n even.
K−1(A⊗C (L⊗̂J )) n odd.
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Proof. Put B = A⊗C (L⊗̂J ). By part ii) of Theorem 9.2.1 above and Remark 5.2.2, or
directly by the proof of the theorem, we have that B is Kn-regular for all n≤ 0. Thus KHn(B) =
Kn(B) for n≤ 0, by Propostion 5.2.3. To finish, we must show that KHn(B) is 2-periodic. By
9.1.7, KH∗(A⊗C (−⊗̂J )) is K-stable. Thus KH∗(A⊗C (T sm

0 ⊗̂J )) = 0, by Theorem 8.3.1.
Whence KH∗+1(B) = KH∗−1(B), by excision and diffeotopy invariance. ut

Example 9.2.3. If J is a Fréchet operator ideal, then by 2.5.3, 2.5.4 and Corollary 9.2.2, we
get:

KHn(J ) =
{
Z n even.
0 n odd.

This formula is valid more generally for “subharmonic” ideals (see [13, 6.5.1] for the definition
of this term, and [13, 7.2.1] for the statement). For example, the Schatten ideals Lp are
subharmonic for all p > 0, but are Fréchet only for p≥ 1.

10 K-theory spectra

In this section we introduce spectra for Quillen’s and other K-theories. For a quick introduction
to spectra, see [56, 10.9].

10.1 Quillen’s K-theory spectrum.

Let R be a unital ring. Since the loopspace depends only on the connected component of the
base point, applying the equivalence of Proposition 6.2.8 to ΣR induces an equivalence

ΩK(ΣR) ∼→Ω
2K(Σ 2R) (70)

Moreover, by 6.3, this map is natural. Put

nKR := ΩK(Σ n+1R).

The equivalence (70) applied to Σ nR yields an equivalence

nKR ∼→Ω(n+1KR).

The sequence KR = {nKR} together with the homotopy equivalences above constitute a
spectrum (in the notation of [56, 10.9], Ω -spectrum in that of [51, Ch. 8]), the K-theory
spectrum; the equivalences are the bonding maps of the spectrum. The n-th (stable) homotopy
group of KR is

πnKR = colim
p

πn+p(nKR) = KnR (n ∈ Z).

Because its negative homotopy groups are in general nonzero, we say that the spectrum KR
is nonconnective. Recall that the homotopy category of spectra HoSpt is triangulated, and, in
particular, additive. In the first part of the proposition below, we show that Ass1 → HoSpt,
R 7→KR is an additive functor. Thus we can extend the functor K to all (not necessarily unital)
rings, by

KA := hofiber(K(Ã)→K(Z)) (71)

Propostion 10.1.1.
i) The functor K : Ass1→ HoSpt is additive.
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ii) The functor K : Ass→ HoSpt defined in (71) above, is M∞-stable on unital rings.

Proof. It follows from 6.2.6 i) and iii). ut

If A/B is an ideal, we define the relative K-theory spectrum by

K(B : A) = hofiber(K(B)→K(B/A)).

Propostion 10.1.2. Every short exact sequence of rings (16) with A K-excisive, gives rise to a
distinguished triangle

KA→KB→KC→Ω
−1KA

Proof. Immediate from Theorem 6.4.1. ut

10.2 KV -theory spaces.

Let A be a ring. Consider the simplicial ring

∆A : [n] 7→ A⊗Z[t0, . . . , tn]/〈1− (t0 + · · ·+ tn)〉.

It is useful to think of elements of ∆nA as formal polynomial functions on the algebraic n-
simplex {(x0, . . . ,xn) ∈ Zn+1 : ∑xi = 1} with values in A. Face and degeneracy maps are given
by

di( f )(t0, . . . , tn−1) = f (t0, . . . , ti−1,0, ti, . . . , tn) (72)

s j( f )(t0, . . . , tn+1) = f (t0, . . . , ti−1, ti + ti+1, . . . , tn+1).

Here f ∈ ∆nA, 0≤ i≤ n, and 0≤ j ≤ n−1.
In the next proposition and below, we shall use the geometric realization of a simplicial

space; see [26, I.3.2 (b)] for its definition. We shall also be concerned with simplicial groups;
see [56, Ch.8] for a brief introduction to the latter. The following proposition and the next are
taken from D.W. Anderson’s paper [1].

Propostion 10.2.1. ([1, 1.7]) Let A be a ring and n ≥ 1. Then KVnA = πn−1GL∆A =
πn|BGL∆A|.

Proof. The second identity follows from the fact that if G is a group, then ΩBG ∼→ G [7] and
the fact that, for a simplicial connected space X , one has Ω |X | ∼→ |ΩX |. To prove the first
identity, proceed by induction on n. Write ∼ for the polynomial homotopy relation in GLA and
coeq for the coequalizer of two maps. The case n = 1 is

π0GL(∆A) =coeq(GL∆1A
ev0
⇒
ev1

GLA)

=GLA/∼
=GLA/GL(A)′0 = KV1A.

For the inductive step, proceed as follows. Consider the exact sequence of rings

0→ΩA→ PA→ A→ 0

Using that GL(−)′0 = Im(GLP(−)→ GL(−)) and that P∆ = ∆P and Ω∆ = ∆Ω , we obtain
exact sequences of simplicial groups
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1 // GL∆ΩA // GL∆PA // GL(∆A)′0 // 1 (73)

1 // GL(∆A)′0 // GL∆A // KV1(∆A) // 1 (74)

Since KV1 is homotopy invariant (by 4.2), we have π0KV1∆A = KV1A and πnKV1∆A = 0 for
n > 0. It follows from (74) that

πnGL(∆A)′0 =

{
0 n = 0
πnGL(∆A) n≥ 1

(75)

Next, observe that there is a split exact sequence

1→ GL∆PA→ GL∆A[x]→ GL∆A→ 1

Here, the surjective map and its splitting are respectively GLd0 and GLs0. One checks that the
maps

hi : ∆n∆1A→ ∆n+1A,

hi( f )(t0, . . . , tn,x) = f (t0, . . . , ti + ti+1, . . . , tn,(ti+1 + · · ·+ tn)x)

0≤ i≤ n form a simplicial homotopy between the identity and the map ∆n(s0d0). Thus GLd0
is a homotopy equivalence, whence π∗GL∆PA = 0. Putting this together with (75) and using
the homotopy exact sequence of (73), we get

πnGL∆ΩA = πn+1GL∆A (n≥ 0).

The inductive step is immediate from this. ut

Exercise 10.2.2. Let L be a locally convex algebra. Consider the geometric n-simplex

An := {(x0, . . . ,xn) ∈ Rn+1 : ∑xi = 1} ⊃ ∆
n := {x ∈ An : xi ≥ 0 (0≤ i≤ n)}.

If L is a locally convex algebra, we write

∆
dif
n L := C ∞(∆ n,L).

Here, C ∞(∆ n,−) denotes the locally convex vectorspace of all those functions on ∆ n which are
restrictions of C ∞-functions on An. The cosimplicial structure on [n] 7→ ∆ n induces a simplicial
one on ∆ difL. In particular, ∆ difL is a simplicial locally convex algebra, and GL(∆ difL) is a
simplicial group.
i) Prove that KV dif

n L = πn−1GL(∆ difL) (n≥ 1).
ii) Let A be a Banach algebra. Consider the simplicial Banach algebra ∆

top
∗ A = C (∆∗,A) and

the simplcial group GL(∆ topA). Prove that Ktop
n A = πn−1GL(∆ topA) (n≥ 1).

Propostion 10.2.3. ([1, 2.3]) Let R be a unital ring. Then the map |BGL∆R| → |K∆R| is an
equivalence. ut

Corollary 10.2.4. If A is a ring and n≥ 1, then

KVnA = πn|K(∆ Ã : ∆A)|ut
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Remark 10.2.5. The argument of the proof of Proposition 10.2.3 in [1] applies verbatim to the
C ∞ case, showing that if T is a unital locally convex algebra, then

|BGL∆
difT | ∼→ |K∆

difT |.

It follows that if L is any, not necessarily unital locally convex algebra and L̃C = L⊕C is its
unitalization, then

KV dif
n L = πn|K(∆ difL̃C : ∆

difL)|
The analogous formulas for the topological K-theory of Banach algebras are also true and can
be derived in the same manner.

10.3 The homotopy K-theory spectrum.

Let R be a unital ring. Consider the simplicial spectrum K∆R. Put

KH(R) = |K∆R|

One checks that KH : Ass1→ HoSpt is additive. Thus KH extends to arbitrary rings by

KH(A) = hofiber(KHÃ→KHZ) = |K(∆ Ã : ∆A)|

Remark 10.3.1. If A is any, not necessarily unital ring, one can also consider the spectrum
|K∆A|; the map

K∆A =K(∆̃A : ∆A)→K(∆ Ã : ∆A) (76)

induces
|K∆A| → |KHA|. (77)

If A happens to be unital, then (76) is an equivalence, whence the same is true of (77). Further,
we shall show below that (77) is in fact an equivalence for all Q-algebras A.

Propostion 10.3.2. Let A be a ring, and n ∈ Z. Then KHn(A) = πnKH(A).

Proof. It is immediate from the definition of the spectrum KHA given above that

π∗KH(A) = ker(π∗KHÃ→ π∗KHZ)

Since a similar formula holds for KH∗, it suffices to prove the proposition for unital rings. Let R
be a unital ring. By definition, the spectrum |KH(R)| is the spectrification of the pre-spectrum
whose p-th space is |ΩK∆Σ p+1R|. Thus

πnKH(R) =colim
p

πn+p|ΩK∆Σ
p+1R|= colim

p
πn+pΩ |K∆Σ

p+1R|

=colim
p

πn+p+1|K∆Σ
p+1R|= colim

p
KVn+pΣ

pR = KHnR. ut

Exercise 10.3.3. Let L be a locally convex algebra. Put

KDL = |K(∆ difL̃C : ∆
difL)|.

i) Show that πnKDL = KDnL (n ∈ Z).
ii) Construct a natural map

K∆
difL→KDL

and show it is an equivalence for unital L.
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11 Primary and secondary Chern characters

In this section, and for the rest of the paper, all rings considered will be Q-algebras.

11.1 Cyclic homology.

The different variants of cyclic homology of an algebra A are related by an exact sequence,
Connes’ SBI sequence

HPn+1A S // HCn−1A B // HNnA I // HPnA
S // HCn−2A (78)

Here HC, HN and HP are respectively cyclic, negative cyclic and periodic cyclic homology. The
sequence (78) comes from an exact sequence of complexes ofQ-vectorspaces. The complex for
cyclic homology is Connes’ complex Cλ A, whose definition we shall recall presently; see [38,
5.1] for the negative cyclic and periodic cyclic complexes. The complex Cλ A is a nonnegatively
graded chain complex, given in dimension n by the coinvariants

Cλ
n A := (A⊗n+1)Z/(n+1)Z (79)

of the tensor power –taken over Z, or, what is the same, overQ– under the action of Z/(n+1)Z
defined by the signed cyclic permutation

λ (a0⊗·· ·⊗an) = (−1)nan⊗a0⊗·· ·⊗an−1.

The boundary map b : Cλ
n A→Cλ

n−1A is induced by

b : A⊗n+1→ A⊗n, b(a0⊗·· ·⊗an) =
n−1

∑
i=0

(−1)ia0⊗·· ·⊗aiai+1⊗·· ·⊗an

+(−1)nana0⊗·· ·⊗an−1

Example 11.1.1. The map Cλ
1 (A)→Cλ

0 (A) sends the class of a⊗b to [a,b] := ab−ba. Hence

HC0A = A/[A,A].

By definition, HCnA = 0 if n < 0. Also by definition, HP is periodic of period 2.
The following theorem subsumes the main properties of HP.

Theorem 11.1.2.
i) (Goodwillie, [28]; see also [18]) The functor HP∗ :Q−Ass→ Ab is homotopy invariant
and nilinvariant.
ii)(Cuntz-Quillen, [19]) HP satisfies excision for Q-algebras; to each exact sequence (16) of
Q-algebras, there corresponds a 6-term exact sequence

HP0A // HP0B // HP0C

��
HP1C

OO

HP1Boo HP1Aoo

(80)

ut
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Remark 11.1.3. The sequence (78) comes from an exact sequence of complexes, and thus, via
the Dold-Kan correspondence, it corresponds to a homotopy fibration of spectra

Ω
−1HCA→HNA→HPA (81)

Similarly, the excision sequence (80) comes from a cofibration sequence in the category of
pro-supercomplexes [?]; applying the Dold-Kan functor and taking homotopy limits yields a
homotopy fibration of Bott-periodic spectra

HPA→HPB→HPC (82)

The sequence (80) is recovered from (82) after taking homotopy groups.

11.2 Primary Chern character and infinitesimal K-theory.

The main or primary character is a map going from K-theory to negative cyclic homology

cn : KnA→ HNnA (n ∈ Z).

(See [38, Ch. 8, Ch. 11] for its definition). This group homomorphism is induced by a map of
spectra

KA→HNA

Put KinfA := hofiber(KA→HNA) for its fiber; we call Kinf
∗ A the infinitesimal K-theory of A.

Thus, by definition,
KinfA→KA→HNA (83)

is a homotopy fibration. The main properties of Kinf are subsumed in the following theorem.

Theorem 11.2.1.
i) (Goodwillie, [29]) The functor Kinf

n :Q−Ass→ Ab is nilinvariant (n ∈ Z).
ii)([11]) Kinf satisfies excision for Q-algebras. Thus to every exact sequence of Q-algebras
(16) there corresponds a triangle

KinfA→KinfB→KinfC→Ω
−1KinfA

in Ho(Spt) and therefore an exact sequence

Kinf
n+1C→ Kinf

n A→ Kinf
n B→ Kinf

n C→ Kinf
n−1A ut

11.3 Secondary Chern characters.

Starting with the fibration sequence (83), one builds up a commutative diagram with homotopy
fibration rows and columns

Kinf,nilA

��

// KinfA //

��

|Kinf∆A|

��
KnilA //

��

KA

c

��

// |K∆A|

c∆

��
HNnilA // HNA // |HN∆A|.

(84)
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The middle column is (83); that on the right is (83) applied to ∆A; the horizontal map of
homotopy fibrations from middle to right is induced by the inclusion A→ ∆A, and its fiber is
the column on the left.

Lemma 11.3.1. ([13, 2.1.1]) Let A be a simplicial algebra; write π∗A for its homotopy groups.
Assume πnA = 0 for all n. Then HCA ∼→ 0 and HNA ∼→HPA. ut

Propostion 11.3.2. Let A be a Q-algebra. Then there is a weak equivalence of fibration se-
quences

HNnilA //

o
��

HNA //

o
��

HN∆A

o
��

Ω−1HCA // HNA // HPA

Proof. By Lemma 11.3.1 and Theorem 11.1.2, we have equivalences

HN∆A
∼ // HP∆A HPA

∼oo

The proposition is immediate from this. ut

Propostion 11.3.3. If A is a Q-algebra, then the natural map |K∆A| →KHA of (77) above is
an equivalence.

Proof. We already know that the map is an equivalence for unital algebras. Thus since KH is
excisive, it suffices to show that K∆(−) is excisive. Using Proposition 11.3.2 and diagram (84),
we obtain a homotopy fibration

Kinf
∆A→K∆A→HPA

NoteHP is excisive by Cuntz-Quillen’s theorem 11.1.2 ii). Moreover,Kinf∆(−) is also excisive,
because Kinf is excisive (11.2.1 ii)), and because ∆(−) preserves exact sequences and |− |
preserves fibration sequences. It follows that K∆(−) is excisive; this completes the proof. ut

In view of Propositions 11.3.2 and 11.3.3, we may replace diagram (84) by a homotopy
equivalent diagram

Kinf,nilA

��

// KinfA //

��

|Kinf∆A|

��
KnilA //

ν

��

KA

c

��

// KHA

ch

��
Ω−1HCA // HNA // HPA.

(85)

The induced maps ν∗ : KnilA→ HC∗−1A and ch∗ : KH∗A→ HP∗A are the secondary and the
homotopy Chern characters. By definition, they fit together with the primary character c∗ into a
commutative diagram with exact rows

KHn+1A //

chn+1

��

Knil
n A //

νn

��

KnA //

cn

��

KHnA

chn

��

// τKnil
n−1A

νn−1

��
HPn+1A

S
// HCn−1A

B
// HNnA

I
// HPnA

S
// HCn−2A.

(86)
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Remark 11.3.4. The construction of secondary characters given above goes back to Weibel’s
paper [58], where a a diagram similar to (86), involving Karoubi-Villamayor K-theory KV
instead of KH (which had not yet been invented by Weibel), appeared (see also [36]). For
K0-regular algebras and n≥ 1, the latter diagram is equivalent to (86).

Recall that, according to the notation of Section 4, an algebra is Kinf
n -regular if Kinf

n A→Kinf
n ∆pA

is an isomorphism for all p≥ 0. We say that A is Kinf-regular if it is Kinf
n -regular for all n.

Propostion 11.3.5. Let A be a Q-algebra. If A is Kinf-regular, then the secondary character
ν∗ : Knil

∗ A→ HC∗−1A is an isomorphism.

Proof. The hypothesis implies that the map KinfA→Kinf∆nA is a weak equivalence (n≥ 0).
Thus, viewing KinfA as a constant simplicial spectrum and taking realizations, we obtain an
equivalence KinfA ∼→ |Kinf∆A|. Hence Kinf,nilA ∼→ 0 and therefore ν is an equivalence. ut

Example 11.3.6. The notion of Kinf-regularity ofQ-algebras was introduced in [13, §3], where
some examples are given and some basic properties are proved; we recall some of them. First of
all, for n≤−1, Kinf

n -regularity is the same as Kn-regularity. A Kinf
0 -regular algebra is K0-regular,

but not conversely. If R is unital and Kinf
1 -regular, then the two sided ideal < [R,R] > generated

by the additive commutators [r,s] = rs− sr is the whole ring R. In particular, no nonzero unital
commutative ring is Kinf

1 -regular. Both infinite sum and nilpotent algebras are Kinf-regular. If
(16) is an exact sequence of Q-algebras such that any two of A, B, C are Kinf-regular, then so is
the third.

We shall see in 12.2.1 that any stable locally convex algebra is Kinf-regular.

11.4 Application to KD.

Propostion 11.4.1. Let L be a locally convex algebra. Then the natural map K∆ difL→KDL
of 10.3.3 ii) is an equivalence.

Proof. By Exercise 10.3.3 ii), the proposition is true for unital L. Thus it suffices to show
that K∆ dif(−) satisfies excision for those exact sequences (65) which admit a continuous
linear splitting. Applying the sequence (83) to ∆ difL and taking realizations yields a fibration
sequence

|Kinf
∆

difL| → |K∆
difL| → |HN∆

difL|
One checks that π∗∆ difL = 0 (see [13, 4.1.1]). Hence the map I :HN∆ difL→HP∆ difL is an
equivalence, by Lemma 11.3.1. Now proceed as in the proof of Proposition 11.3.3, taking into
account that ∆ dif(−) preserves exact sequences with continuous linear splitting. ut

Corollary 11.4.2. Assume that the map KnL→ Kn∆ dif
p L is an isomorphism for all n ∈ Z and

all p≥ 0. Then KL→KDL is an equivalence.

Proof. Analogous to the first part of the proof of Proposition 11.3.5. ut

12 Comparison between algebraic and topological K-theory III

12.1 Stable Fréchet algebras.

The following is the general version of theorem 7.2.1, also due to Wodzicki.
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Theorem 12.1.1. ([62, Thm. 2],[13, 8.3.3, 8.3.4]) Let L be an m-Fréchet algebra with uniformly
bounded left or right approximate unit. Then there is a natural isomorphism:

Kn(L⊗̂K ) ∼→ KDn(L⊗̂K ), ∀n ∈ Z.

Proof. Write C for the full subcategory of those locally convex algebras which are m-Fréchet
algebras with left ubau. In view of Corollary 11.4.2, it suffices to show that for all n ∈ Z and
p≥ 0, the map

Kn(L⊗̂K )→ Kn(∆ dif
p L⊗̂K ) (87)

is an isomorphism for each L ∈ C. Note that, since ∆ dif
p C is a unital m-Fréchet algebra and its

unit is uniformly bounded, the functor ∆ dif
p (−) =−⊗̂∆ dif

p Cmaps C into itself. Since L→ ∆ dif
p L

is a diffeotopy equivalence, this means that to prove (87) is to prove that Kn(−⊗̂K ) : C→ Ab

is diffeotopy invariant. Applying the same argument as in the proof of Theorem 7.2.1, we get
that the natural map

K∗(L⊗̂K )→ K∗((L⊗̂K )[0,1])

is an isomorphism. It follows that K∗(−⊗̂K ) is invariant under continous homotopies, and
thus also under diffeotopies.

Exercise 12.1.2. Prove that if L is as in Theorem 12.1.1 and M = L⊗̂K , then KD∗(M(0,1)) =
KD∗+1M.

Exercise 12.1.3. Prove that the map Kn(L⊗̂K )→KDn(L⊗̂K ) is an isomorphism for every
unital Fréchet algebra L, even if the unit of L is not uniformly bounded. (Hint: use Exercise
6.6.7).

Remark 12.1.4. N.C. Phillips has defined a Ktop for m-Fréchet algebras ([41]) which extends
that of Banach algebras discussed in Section 3 above. We shall see presently that, for L as in
Theorem 12.1.1,

Ktop
∗ (L⊗̂K ) = KD∗(L⊗̂K ) = K∗(L⊗̂K ).

Phillips’ theory is Bott periodic and satisfies Ktop
0 (M)= K0(M⊗̂K) and Ktop

1 (M)= K0((M⊗̂K)(0,1))
for every Fréchet algebra M. On the other hand, for L as in the theorem, we have KD0(L⊗̂K ) =
K0(L⊗̂K ) and KD1(L⊗̂K )= K0((L⊗̂K )(0,1)). But by 9.1.7, K0(M⊗̂K )= K0(M⊗̂K ⊗̂K)
for every locally convex algebra M. This proves that KDn(L⊗̂K ) = Ktop

n (L⊗̂K ) for n = 0,1;
by Bott periodicity, we get the equality for all n.

12.2 Stable locally convex algebras: the comparison sequence.

Theorem 12.2.1. (see [13, 6.3.1]) Let A be a C-algebra, L be a locally convex algebra, and
J a Fréchet operator ideal. Then
i) A⊗C (L⊗̂J ) is Kinf-regular.
ii) For each n ∈ Z, there is a 6-term exact sequence

K−1(A⊗C (L⊗̂J )) // HC2n−1(A⊗C (L⊗̂J ) // K2n(A⊗C (L⊗̂J ))

��
K2n−1(A⊗C (L⊗̂J ))

OO

HC2n−2(A⊗C (L⊗̂J ))oo K0(A⊗C (L⊗̂J )).oo

(88)
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Proof. According to Theorem 11.2.1, Kinf is nilinvariant and satisfies excision. Hence, by
Theorem 9.1.5, L 7→ Kinf

∗ (A⊗C (L⊗̂J )) is diffeotopy invariant, whence it is invariant under
polynomial homotopies. This proves (i). Put B = A⊗C (L⊗̂J ). By (i) and 11.3.5, ν∗ : Knil

∗ B→
HC∗−1B is an isomorphism. Hence from (86) we get a long exact sequence

KHm+1B // HCm−1B // KmB // KHmB
Schm // HCm−2B (89)

By Corollary 9.2.2, KH2nB = K0B and KH2n−1B = K−1B; the sequence of the theorem follows
from this, using the sequence (89). ut

Corollary 12.2.2. For each n ∈ Z, there is a 6-term exact sequence

KD1(L⊗̂J ) // HC2n−1(L⊗̂J ) // K2n(L⊗̂J )

��
K2n−1(L⊗̂J )

OO

HC2n−2(L⊗̂J )oo KD0(L⊗̂J ).oo

(90)

Proof. By Theorem 9.2.1 iii), KD∗(L⊗̂J ) = KH∗(L⊗̂J ). Now use Corollary 9.2.2. ut

Example 12.2.3. We saw in Theorem 12.1.1 that the comparison map K∗(L⊗̂K )→KD∗(L⊗̂K )
is an isomorphism whenever L is an m-Fréchet algebra with left ubau. Thus

HC∗(L⊗̂K ) = 0 (91)

by Corollary 12.2.2. It is also possible to prove (91) directly and deduce Theorem 12.1.1 from
the corollary above; see [13, 8.3.3].

Example 12.2.4. If we set L = C in Theorem 12.2.1 above, we obtain an exact sequence

K−1(A⊗CJ ) // HC2n−1(A⊗CJ ) // K2n(A⊗CJ )

��
K2n−1(A⊗CJ )

OO

HC2n−2(A⊗CJ )oo K0(A⊗CJ ).oo

(92)

Further specializing to A = C and using 2.5.3 and 2.5.4 yields

0→ HC2n−1I → K2nI → Z
αn→ HC2n−2I → K2n−1I → 0.

Here we have written αn for the composite of S ◦ ch2n with the isomorphism Z ∼= K0J . If
for example J ⊂Lp (p ≥ 1) then αn is injective for n ≥ (p + 1)/2, by a result of Connes
and Karoubi [10, 4.13] (see also [13, 7.2.1]). Setting p = 1 we obtain, for each n ≥ 1, an
isomorphism

K2nL1 = HC2n−1L1

and an exact sequence

0→ Z αn→ HC2n−2L1→ K2n−1L1→ 0.

Note that since HC2n−2L1 is a Q-vectorspace by definition, the sequence above implies that
K2n−1L1 is isomorphic to the sum of a copy of Q/Z plus a Q-vectorspace.

Remark 12.2.5. The exact sequence (92) is valid more generally for subharmonic ideals (see
[13, 6.5.1] for the definition of this term, and [13, 7.1.1] for the statement). In particular, (92) is
valid for all the Schatten ideals Lp, p > 0. In [13, 7.1.1] there is also a variant of (92) involving
relative K-theory and relative cyclic homology; the particular case of the latter when A is
K-excisive is due to Wodzicki ([62, Theorem 5]).



148 Guillermo Cortiñas
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36. M. Karoubi. Sur la K-théorie Multiplicative. In Cyclic homology and noncommutative

geometry. Fields Institute Communications 17 (1997) 59–77.
37. M. Karoubi, O. Villamayor. K-théorie algebrique et K-théorie topologique. Math. Scand
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Higher algebraic K-theory
(after Quillen, Thomason and others)

Marco Schlichting
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Summary. We present an introduction (with a few proofs) to higher algebraic K-theory of
schemes based on the work of Quillen, Waldhausen, Thomason and others. Our emphasis is on
the application of triangulated category methods in algebraic K-theory.

1 Introduction

These are the expanded notes for a course taught by the author at the Sedano Winter School
on K-theory, January 23 – 26, 2007, in Sedano, Spain. The aim of the lectures was to give an
introduction to higher algebraic K-theory of schemes. I decided to give only a quick overview
of Quillen’s fundamental results [Qui73], [Gra76], and then to focus on the more modern point
of view where structure theorems about derived categories of sheaves are used to compute
higher algebraic K-groups.

Besides reflecting my own taste, there are at least two other good reasons for this emphasis.
First, there is an ever growing number of results in the literature about the structure of triangu-
lated categories. To name only a few of their authors, we refer the reader to the work of Bondal,
Kapranov, Orlov, Kuznetsov, Samarkhin, Keller, Thomason, Rouquier, Neeman, Drinfeld, Toen,
van den Bergh, Bridgeland, etc. ... The relevance for K-theory is that virtually all results about
derived categories translate into results about higher algebraic K-groups. The link is provided
by an abstract Localization Theorem due to Thomason and Waldhausen which – omitting
hypothesis – says that a “short exact sequence of triangulated categories gives rise to a long
exact sequence of algebraic K-groups”. The second reason for this emphasis is that an analog
of the Thomason-Waldhausen Localization Theorem also holds for many other (co-) homology
theories besides K-theory, among which Hochschild homology, (negative, periodic, ordinary)
cyclic homology [Kel99], topological Hochschild (and cyclic) homology [AJB08], triangular
Witt groups [Bal00] and higher Grothendieck-Witt groups [Scha]. All K-theory results that
are proved using triangulated category methods therefore have analogs in all these other (co-)
homology theories.

∗ The author acknowledges support from NSF and MPIM-Bonn
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Here is an overview of the contents of these notes. Section 2 is an introduction to Quillen’s
fundamental article [Qui73]. Here the algebraic K-theory of exact categories is introduced via
Quillen’s Q-construction. We state some fundamental theorems, and we state/derive results
about the G-theory of noetherian schemes and the K-theory of smooth schemes. The proofs in
[Qui73] are all elegant and very well-written, so there is no reason to repeat them here. The
only additions I have made are a hands-on proof of the fact that Quillen’s Q-construction gives
the correct K0-group, and a description of negative K-groups which is absent in Quillen’s work.

Section 3 is an introduction to algebraic K-theory from the point of view of triangulated
categories. In §3.1 we introduce the Grothendieck-group K0 of a triangulated category, give
examples and derive some properties which motivate the introduction of higher algebraic
K-groups. In §3.2 we introduce the K-theory space (and the non-connected IK-theory spectrum)
of a complicial exact category with weak equivalences via Quillen’s Q-construction. This
avoids the use of the technically heavier S•-construction of Waldhausen [Wal85]. We state in
3.2.27 the abstract Localization Theorem mentioned above that makes the link between exact
sequences of triangulated categories and long exact sequences of algebraic K-groups. In §3.3
we show that most of Quillen’s results in [Qui73] – with the notable exception of Dévissage –
can be viewed as statements about derived categories, in view of the Localization Theorem.
In §3.4 we give a proof – based on Neeman’s theory of compactly generated triangulated
categories – of Thomason’s Mayer-Vietoris principle for quasi-compact and separated schemes.
In §3.5 we illustrate the use of triangulated categories in the calculation of the K-theory of
projective bundles and of blow-ups of schemes along regularly embedded centers. We also refer
the reader to results on derived categories of rings and schemes which yield further calculations
in K-theory.

Section 4 is a mere collection of statements of mostly recent results in algebraic K-theory
the proofs of which go beyond the methods explained in §2 and §3.

In Appendix A.1 and A.2 we assemble results from topology and the theory of triangulated
categories that are used throughout the text. In Appendix A.3 we explain the constructions and
elementary properties of the derived functors we will need. Finally, we give in Appendix A.4 a
proof of the fact that the derived category of complexes of quasi-coherent sheaves (supported
on a closed subset with quasi-compact open complement) on a quasi-compact and separated
scheme is compactly generated – a fact used in the proof of Thomason’s Mayer-Vietoris
principle in §3.4.
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2 The K-theory of exact categories

2.1 The Grothendieck group of an exact category

2.1.1 Exact categories

An exact category [Qui73, §2] is an additive category E equipped with a family of sequences
of morphisms in E , called conflation (or admissible exact sequences),

X i→ Y
p→ Z (1)

satisfying the properties (a) – (f) below. In a conflation (1), the map i is called inflation (or
admissible monomorphism) and may be depicted as�, and the map p is called deflation (or
admissible epimorphism) and may be depicted as�.

(a) In a conflation (1), the map i is a kernel of p, and p is a cokernel of i.
(b) Conflations are closed under isomorphisms.
(c) Inflations are closed under compositions, and deflations are closed under compositions.

(d) Any diagram Z← X
i
� Y with i an inflation can be completed to a cocartesian square

X //
i //

��

Y

��
Z //

j // W

with j an inflation.

(e) Dually, any diagram X → Z
p
�Y with p a deflation can be completed to a cartesian square

W //

q
����

Y

p
����

X // Z

with q a deflation.
(f) The following sequence is a conflation

X

(
1
0

)
→ X⊕Y

(0 1)→ Y.

Quillen lists another axiom [Qui73, §2 Exact categories c)] which, however, follows from the
axioms listed above [Kel90, Appendix]. For a detailed account of exact categories including
the solutions of some of the exercises below, we refer the reader to [Bue08].

An additive functor between exact categories is called exact if it sends conflations to
conflations.

Let A , B be exact categories such that B ⊂A is a full subcategory. We say that B is a
fully exact subcategory of A if B is closed under extensions in A (that is, if in a conflation (1)
in A , X and Z are isomorphic to objects in B then Y is isomorphic to an object in B), and if
the inclusion B ⊂A preserves and detects conflations.
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2.1.2 Examples

(a) Abelian categories are exact categories when equipped with the family of conflations (1)
where 0→ X → Y → Z→ 0 is a short exact sequence. Examples of abelian (thus exact)
categories are: the category R -Mod of all (left) R-modules where R is a ring; the category
R -mod of all finitely generated (left) R-modules where R is a noetherian ring; the category
OX -Mod (Qcoh(X)) of (quasi-coherent) OX -modules where X is a scheme; the category
Coh(X) of coherent OX -modules where X is a noetherian scheme.

(b) Let A be an exact category, and let B ⊂A be a full additive subcategory closed under
extensions in A . Call a sequence (1) in B a conflation if it is a conflation in A . One
checks that B equipped with this family of conflations is an exact category making B
into a fully exact subcategory of A . In particular, any extension closed subcategory of an
abelian category is canonically an exact category.

(c) The category Proj(R) of finitely generated projective left R-modules is extension closed in
the category of all R-modules. Similarly, the category Vect(X) of vector bundles (that is,
locally free sheaves of finite rank) on a scheme X is extension closed in the category of all
OX -modules. In this way, we consider Proj(R) and Vect(X) as exact categories where a
sequence is a conflation if it is a conflation in its ambient abelian category.

(d) An additive category can be made into an exact category by declaring a sequence (1) to be
a conflation if it is isomorphic to a sequence of the form 2.1.1 (f). Such exact categories
are referred to as split exact categories.

(e) Let E be an exact category. We let ChE be the category of chain complexes in E . Objects
are sequences (A,d) :

· · · → Ai−1 di−1

→ Ai d→ Ai+1→ ···
of morphisms in E such that d ◦d = 0. A morphism f : (A,dA)→ (B,dB) is a collection of
morphisms f i : Ai→ Bi, i ∈ Z, such that f ◦dA = dB ◦ f . A sequence (A,dA)→ (B,dB)→
(C,dC) of chain complexes is a conflation if Ai→ Bi→Ci is a conflation in E for all i ∈ Z.
This makes ChE into an exact category.
The full subcategory Chb E ⊂ ChE of bounded chain complexes is a fully exact subcate-
gory, where a complex (A,dA) is bounded if Ai = 0 for i >> 0 and i << 0.

It turns out that the examples in 2.1.2 (b), (c) are typical as the following lemma shows. The
proof can be found in [TT90, Appendix A] and [Kel90, Appendix A].

2.1.3 Lemma

Every small exact category can be embedded into an abelian category as a fully exact subcate-
gory.

2.1.4 Exercise

Use the axioms 2.1.1 (a) – (f) of an exact category or Lemma 2.1.3 above to show the following
(and their duals).
(a) A cartesian square as in 2.1.1 (e) with p a deflation is also cocartesian. Moreover, if X→ Z

is an inflation, then W → Y is also an inflation.
(b) If the composition ab of two morphisms in an exact category is an inflation, and if b has a

cokernel, then b is also an inflation. This is Quillen’s redundant axiom [Qui73, §2 Exact
categories c)].

(c) Given a composition pq of deflations p, q in E , then there is a conflation ker(q)�
ker(pq)� ker p in E .
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2.1.5 Definition of K0

Let E be a small exact category. The Grothendieck group K0(E ) of E is the abelian group
freely generated by symbols [X ] for every object X of E modulo the relation

[Y ] = [X ]+ [Z] for every conflation X � Y � Z. (2)

An exact functor F : A →B between exact categories induces a homomorphism of abelian
groups F : K0(A )→ K0(B) via [X ] 7→ [FX ].

2.1.6 Remark

The conflation 0� 0� 0 implies that 0 = [0] in K0(E ). Let X
∼=→ Y be an isomorphism,

then we have a conflation 0� X � Y , and thus [X ] = [Y ] in K0(E ). So K0(E ) is in fact
generated by isomorphism classes of objects in E . The split conflation 2.1.1 (f) implies that
[X⊕Y ] = [X ]+ [Y ].

2.1.7 Remark (K0 for essentially small categories)

By Remark 2.1.6, isomorphic objects give rise to the same class in K0. It follows that we could
have defined K0(E ) as the group generated by isomorphism classes of objects in E modulo
the relation 2.1.5 (2). This definition makes sense for any essentially small (= equivalent to a
small) exact category. With this in mind, K0 is also defined for such categories.

2.1.8 Definition

The groups K0(R), K0(X), and G0(X) are the Grothendieck groups of the essentially small
exact categories Proj(R) of finitely generated projective R-modules where R is any ring, of the
category Vect(X) of vector bundles on a scheme X1, and of the category Coh(X) of coherent
OX -modules over a noetherian scheme X .

2.1.9 Examples

For commutative noetherian rings, there are isomorphisms

K0(Z)∼= Z,

K0(R)∼= Z where R is a local (not necessarily noetherian) ring,

K0(F)∼= Z where F is a field,

K0(A)∼= Zn where dimA = 0 and n = #SpecA,

K0(R)∼= Z⊕Pic(R) where R is connected and dimR = 1,

K0(X)∼= Z⊕Pic(X) where X is a connected smooth projective curve.

1 For this to be the correct K0-group, one has to make some assumptions about X such as
quasi-projective or separated regular noetherian. See §3.4.



158 Marco Schlichting

The group Pic(R) is the Picard group of a commutative ring R, that is, the group of isomorphism
classes of rank 1 projective R-modules with tensor product ⊗R as group law. The isomorphism
in the second to last row is induced by the map K0(R)→ Z⊕ Pic(R) sending a projective
module P to its rank rkP ∈ Z and its highest non-vanishing exterior power Λ rkPP ∈ Pic(R).
Similarly for the last isomorphism.

Proof:

The first three follow from the fact that any finitely generated projective module over a
commutative local ring or principal ideal domain R is free. So, in all these cases K0(R) =Z. For
the fourth isomorphism, in addition we use the decomposition of A into a product A1× ...×An
of Artinian local rings [AM69, Theorem 8.7] and the fact K0(R×S)∼= K0(R)×K0(S). For the
second to last isomorphism, the map K0(R)→ Z⊕Pic(R) is surjective for any commutative
ring R. Injectivity for dimR = 1 follows from Serre’s theorem [Ser58, Théorème 1] which
implies that a projective module P of rank r over a noetherian ring of Krull dimension d can
be written, up to isomorphism, as Q⊕Rr−d for some projective module Q of rank d provided
r ≥ d. For d = 1, this means that P∼= Rr−1⊕Λ rP.

For the last isomorphism, let x ∈ X be a closed point with residue field k(x) and U = X− x
its open complement. Note that U is affine [Har77, IV Exercise 1.3]. Anticipating a little, we
have a map of short exact sequences

0 // K0(k(x))

∼=
��

// K0(X)

��

// K0(U)

∼=
��

// 0

0 // Z // Z⊕Pic(X) // Z⊕Pic(U) // 0

in which the left and right vertical maps are isomorphisms, by the cases proved above. The top
row is a special case of Quillen’s localization long exact sequence 2.3.7 (5) using the fact that
K0 = G0 for smooth varieties (Poincaré Duality Theorem 3.3.5), both of which can be proved
directly for G0 and K0 without the use of the machinery of higher K-theory. The second row
is the sum of the exact sequences 0→ 0→ Z→ Z→ 0 and 0→ Z→ Cl(X)→ Cl(U)→ 0
[Har77, II Proposition 6.5] in view of the isomorphism Pic(X)∼= Cl(X) for smooth varieties
[Har77, II Corollary 6.16]. �

2.2 Quillen’s Q-construction and higher K-theory

In order to define higher K-groups, one constructs a topological space K(E ) and defines the
K-groups Ki(E ) as the homotopy groups πiK(E ) of that space. The topological space K(E )
is the loop space of the classifying space (Subsection 2.2.2 and Appendix A.1.3) of Quillen’s
Q-construction. We start with describing the Q-construction.

2.2.1 Quillen’s Q-construction [Qui73, §2]

Let E be a small exact category. We define a new category QE as follows. The objects of QE

are the objects of E . A map X → Y in QE is an equivalence class of data X
p
�W

i
� Y where

p is a deflation and i an inflation. The datum (W, p, i) is equivalent to the datum (W ′, p′, i′)
if there is an isomorphism g : W →W ′ such that p = p′g and i = i′g. The composition of
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(W, p, i) : X → Y and (V,q, j) : Y → Z in QE is the map X → Z represented by the datum
(U, pq̄, jī) where U is the pull-back of q along i as in the diagram

X W
poooo

��
i
��

U
q̄oooo

��
ī
��

Y Vq
oooo //

j
// Z

which exists by 2.1.1 (e). The map q̄ (and hence pq̄ by 2.1.1 (c)) is a deflation by 2.1.1 (e), and
the map ī (and hence jī) is an inflation by 2.1.4 (a). The universal property of cartesian squares
implies that composition is well-defined and associative (exercise!). The identity map idX of an
object X of QE is represented by the datum (X ,1,1).

2.2.2 The classifying space of a category

To any small category C , one associates a topological space BC called the classifying space
of C . This is a CW -complex constructed as follows (for the precise definition, see Appendix
A.1.3).

• 0-cells are the objects of C .
• 1-cells are the non-identity morphisms attached to their source and target.
• 2-cells are the 2-simplices (see the figure below) corresponding to pairs ( f ,g) of compos-

able morphisms such that neither f nor g is an identity morphism.

C1

C2

C0

( f ,g) : g f g

f

The edges f , g and g f which make up the boundary of the 2-simplex ( f ,g) are attached to
the 1-cells corresponding to f , g, and g f . In case g f = idC0 , the whole edge g f is identified
with the 0-cell corresponding to C0.

• 3-cells are the 3-simplices corresponding to triples C0
f0→C1

f1→C2
f2→C3 of composable

arrows such that none of the maps f0, f1, f2 is an identity morphism. They are attached in
a similar way as in the case of 2-cells, etc.

2.2.3 Exercise

Give the CW -structure of the classifying spaces BC where the category C is as follows.

(a) C is the category with 3 objects A, B, C. The hom sets between two objects of C contain at
most 1 element where the only non-identity maps are f : A→ B, g : B→C and g f : A→C.

(b) C is the category with 2 objects A, B. The only non-identity maps are f : A→ B and
g : B→ A. They satisfy g f = 1A and f g = 1B.
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Hint: the category in (a) is the category [2] given in Appendix A.1.3. Both categories have
contractible classifying space by Lemma A.1.6.

Since we have a category QE , we have a topological space BQE . We make the classifying
space BQE of QE into a pointed topological space by choosing a 0-object of E as base-point.
Every object X in QE receives an arrow from 0, the map represented by the data (0,0,0X )
where 0X denotes the zero map 0→ X in E . In particular, the topological space BQE is
connected, that is, π0BQE = 0.

To an object X of E , we associate a loop lX = (0,0,0X )−1(X ,0,1) based at 0

lX : 0
(X ,0,1)

66

(0,0,0X )
((
X

in BQE by first “walking” along the arrow (X ,0,1) and then back along (0,0,0X ) in the
opposite direction of the arrow. This loop thus defines an element [lX ] in π1BQE .

2.2.4 Proposition

The assignment which sends an object X to the loop lX induces a well-defined homomorphism
of abelian groups K0(E )→ π1BQE which is an isomorphism.

Proof:

In order to see that the assignment [X ] 7→ [lX ] yields a well defined group homomorphism
K0(E )→ π1BQE , we observe that we could have defined K0(E ) as the free group generated by

symbols [X ] for each X ∈ E , modulo the relation [Y ] = [X ][Z] for any conflation X
i
� Y

p
� Z.

The commutativity is forced by axiom 2.1.1 (f). So, we have to check that the relation [lY ] =
[lX ][lZ ] holds in π1BQE . The loops lX and lZ are homotopic to the loops

0
(X ,0,1)

66

(0,0,0X )
((
X

(X ,1,i) // Y and 0
(Z,0,1)

66

(0,0,0Z)
((
Z

(Y,p,1) // Y which are

0
(X ,0,i)

33
(0,0,0Y )

++ Y and 0
(Y,0,1)

33
(X ,0,i)

++ Y. Therefore,

[lX ][lZ ] = [(0,0,0Y )−1(X ,0, i)][(X ,0, i)−1(Y,0,1)] = [(0,0,0Y )−1(Y,0,1)] = [lY ],

and the map K0(E )→ π1BQE is well-defined.
Now, we show that the map K0(E )→ π1BQE is surjective. By the Cellular Approximation

Theorem [Whi78, II Theorem 4.5], every loop in the CW-complex BQE is homotopic to a
loop with image in the 1-skeleton of BQE , that is, it is homotopic to a loop which travels
along the arrows of QE . Therefore, every loop in BQE is homotopic to a concatenation
a±1

n a±1
n−1 · · ·a

±1
2 a±1

1 of composable paths a±1
i in BQE where the ai’s are maps in QE , and

a (resp. a−1) means “walking in the positive (resp. negative) direction of the arrow a”. By
inserting trivial loops g◦g−1 with g = (A,0,1) : 0→A, we see that the loop a±1

n a±1
n−1 · · ·a

±1
2 a±1

1
represents the element
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[a±1
n gn−1g−1

n−1a±1
n−1 · · ·g2g−1

2 a±1
2 g1g−1

1 a±1
1 ]

= [a±1
n gn−1] · [g−1

n−1a±1
n−1gn−2] · · · [g−1

2 a±1
2 g1] · [g−1

1 a±1
1 ]

in π1BQE where gi = (Ai,0,1) : 0→ Ai has target Ai which is the endpoint of the path a±1
i

and the starting point of a±1
i+1. Let (Ui,0, ji) : 0→ Xi be the composition ai ◦ (Yi,0,1) in QE

where Yi and Xi are the source and target of ai, respectively. Then we have [g−1
i+1a±1

i gi] =
[(Xi,0,1)−1(Ui,0, ji)]±1. This means that the group π1BQE is generated by loops of the form

0
(U,0, j)

55

(X ,0,1)
))
X .

In the following sequence of homotopies of loops

(X ,0,1)−1(U,0, j) ∼ (X ,0,1)−1(U,1, j)◦ (U,0,1)

∼ (X ,0,1)−1(U,1, j)◦ (0,0,0U )◦ (0,0,0U )−1(U,0,1)

∼ (X ,0,1)−1(0,0,0X )◦ (0,0,0U )−1(U,0,1)

= l−1
X ◦ lU ,

the first and third homotopies follow from the identities (U,0, j) = (U,1, j) ◦ (U,0,1) and
(0,0,0X ) = (U,1, j)◦ (0,0,0U ) in QE . Since [l−1

X ◦ lU ] = [lX ]−1[lU ] is in the image of the map
K0(E )→ π1BQE , we obtain surjectivity.

To show injectivity, we construct a map π1BQE →K0(E ) so that the composition K0(E )→
K0(E ) is the identity. To this end, we introduce a little notation. For a group G, we let G be
the category with one object ∗ and Hom(∗,∗) = G. Recall from Appendix A.1.5 that πiBG = 0
for i 6= 1 and π1BG = G where the isomorphism G→ π1BG sends an element g ∈ G to the
loop lg represented by the morphism g : ∗ → ∗. In order to obtain a map π1BQE → K0(E ),
we construct a functor F : QE → K0(E ). The functor sends an object X of QE to the object
∗ of K0(E ). A map (W, p, i) : X → Y in QE is sent to the map represented by the element
[ker(p)]∈K0(E ). Using the notation of 2.2.1, we obtain F [(V,q, j)◦(W, p, i)] = F(U, pq̄, jī) =
[ker(pq̄)] = [ker(q̄)]+[ker(p)] = [ker(q)]+[ker(p)] = F(V,q, j)◦F(W, p, i) since, by 2.1.4 (c),
there is a conflation ker(q̄)� ker(pq̄)� ker(p) and ker(q̄) = ker(q) by the universal property
of pull-backs. So, F is a functor and it induces a map on fundamental groups of classifying
spaces π1BQE → π1K0(E ) = K0(E ). It is easy to check that the composition K0(E )→ K0(E )
is the identity. �

2.2.5 Definition of K(E )

Let E be a small exact category. The K-theory space of E is the pointed topological space

K(E ) = ΩBQE

with base point the constant loop based at 0 ∈ QE . The K-groups of E are the homotopy
groups Ki(E ) = πiK(E ) = πi+1BQE of the K-theory space of E . An exact functor E → E ′

induces a functor QE → QE ′ on Q-constructions, and thus, continuous maps BQE → BQE ′

and K(E )→ K(E ′) compatible with composition of exact functors. Therefore, the K-theory
space and the K-groups are functorial with respect to exact functors between small exact
categories. By Proposition 2.2.4, the group K0(E ) defined in this way coincides with the group
defined in Subsection 2.1.5.



162 Marco Schlichting

2.2.6 Definition of K(R), K(X), G(X)

For a ring R and a scheme X , the K-theory spaces K(R) and K(X) are the K-theory spaces
associated with the exact categories Proj(R) of finitely generated projective R-modules and
Vect(X) of vector bundles on X2. For a noetherian scheme X , the G-theory space G(X) is the
K-theory space associated with the abelian category Coh(X) of coherent OX -modules.

2.2.7 Remark

There is actually a slight issue with the Definition 2.2.6. The categories Proj(R) and Vect(X)
have too many objects, so many that they do not form a set; the same is true for Coh(X).
But a topological space is a set with a topology. Already the 0-skeletons of BQProj(R) and
BQVect(X) – which are the collections of objects of Proj(R) and Vect(X) – are too large. To
get around this problem, one has to choose “small models” of Proj(R) and Vect(X) in order
to define the K-theory spaces of R and X . More precisely, one has to choose equivalences of
exact categories ER ' Proj(R) and EX ' Vect(X) where ER and EX are small categories, i.e.,
categories which have a set of objects as opposed to a class of objects. This is possible because
Proj(R) and Vect(X) only have a set of isomorphism classes of objects (Exercise!). Given such
a choice of equivalence, one sets K(R) = K(ER) and K(X) = K(EX ). For any other choice of
equivalences E ′R ' Proj(R) and E ′X ' Vect(X) as above, there are equivalences ER ' E ′R and
EX ' E ′X compatible with the corresponding equivalences with Proj(R) and Vect(X) which are
unique up to equivalence of functors. It follows from Lemma A.1.6 that these equivalences
induce homotopy equivalences of K-theory spaces K(ER)' K(E ′R) and K(EX )' K(E ′X ) which
are unique up to homotopy. Usually, one avoids these issues by working in a fixed “universe”.

In order to reconcile the definition of K(R) given above with the plus-construction given
in Cortiñas’ lecture [Cor], we cite the following theorem of Quillen a proof of which can be
found in [Gra76].

2.2.8 Theorem (Q = +)

There is a natural homotopy equivalence

BGL(R)+ 'Ω0BQProj(R),

where Ω0 stands for the connected component of the constant loop in the full loop space. In
particular, there are natural isomorphisms for i≥ 1

πiBGL(R)+ ∼= πi+1BQProj(R).

Note that the space denoted by K(R) in Cortiñas’ lecture [Cor] is the connected component
of 0 of the space we here denote by K(R).

2 See footnote in Definition 2.1.8.
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2.2.9 Warning

Some authors define K(R) to be K0(R)×BGL(R)+ as functors in R. Strictly speaking, this
is wrong: there is no zig-zag of homotopy equivalences between K0(R)× BGL(R)+ and
ΩBQProj(R) which is functorial in R.

The problem is not that the usual construction of BGL(R)+ involves choices when attaching
2 and 3-cells. The plus-construction can be made functorial. For instance, Bousfield-Kan’s
Z-completion Z∞BGl(R) does the job by [BK72, I 5.5, V 3.3] (compare [BK72, VII 3.4]). The
problem is that one cannot write K(R) functorially as a product of K0(R) and BGL(R)+. To
explain this point, let R be any ring, Γ R be the cone ring of R (see Cortiñas’ lecture [Cor]),
and ΣR be the suspension ring of R which is the factor ring Γ R/M∞(R) of the cone ring by
the two-sided ideal M∞R of finite matrices. Let R̃ = Γ R×ΣR Γ R. The fibre product square of
(unital) rings defining R̃ induces commutative diagrams

K(R̃) //

��

K(Γ R)

��

and

K0(R̃) //

��

K0(Γ R)

��
K(Γ R) // K(ΣR) K0(Γ R) // K0(ΣR).

Using Quillen’s Q-construction, or other functorial versions of K-theory, one can show that the
left square is homotopy cartesian, and that there is a non-unital ring map R→ R̃ which induces
isomorphisms in K-theory. If the K-theory space K(R) were the product K0(R)×BGL(R)+ in
a functorial way, the set K0(R) considered as a topological space with the discrete topology
would be a natural retract of K(R). Since the left-hand square in the diagram above is homotopy
cartesian, its retract, the right-hand square, would have to be homotopy cartesian as well. This
is absurd since K0(Γ R) = 0 for all rings R, and K0(R̃) = K0(R) 6= 0 for most rings.

2.3 Quillen’s fundamental theorems

In what follows we will simply cite several fundamental theorems of Quillen. Their proofs in
[Qui73] are very readable and highly recommended.

2.3.1 Serre subcategories and exact sequences of abelian categories

Let A be an abelian category. A Serre subcategory of A is a full subcategory B ⊂A with the
property that for a conflation in A

M0�M1�M2, we have M1 ∈B ⇐⇒ M0 and M2 ∈B.

It is easy to see that a Serre subscategory B is itself an abelian category, and that the inclusion
B ⊂A is fully exact. Given a Serre subcategory B ⊂A , one can (up to set theoretical issues
which do not exist when A is small) construct the quotient abelian category A /B which has
the universal property of a quotient object in the category of exact categories. The quotient
abelian category A /B is equivalent to the localization A [S−1] of A with respect to the class
S of morphisms f in A for which ker( f ) and coker( f ) are isomorphic to objects in B. The
class S satisfies a calculus of fractions (Exercise!) and A [S−1] has a very explicit description;



164 Marco Schlichting

see Appendix A.2.6. We will call B→A →A /B an exact sequence of abelian categories.
More details can be found in [Gab62], [Pop73].

The following two theorems are proved in [Qui73, §5 Theorem 5] and [Qui73, §5 Theorem
4].

2.3.2 Theorem (Quillen’s Localization Theorem)

Let A be a small abelian category, and let B ⊂A be a Serre subcategory. Then the sequence
of topological spaces

BQ(B)→ BQ(A )→ BQ(A /B)

is a homotopy fibration (see Appendix A.1.7 for a definition). In particular, there is a long exact
sequence of associated K-groups

· · · → Kn+1(A )→ Kn+1(A /B)→ Kn(B)→ Kn(A )→ Kn(A /B)→ ·· ·

· · · → K0(A )→ K0(A /B)→ 0.

2.3.3 Theorem (Dévissage)

Let A be a small abelian category, and B ⊂A be a full abelian subcategory such that the
inclusion B ⊂A is exact. Assume that every object A of A has a finite filtration

0 = A0 ⊂ A1 ⊂ ...⊂ An = A

such that the quotients Ai/Ai−1 are in B. Then the inclusion B ⊂ A induces a homotopy
equivalence

K(B) ∼→ K(A ).

In particular, it induces isomorphisms of K-groups Ki(B)∼= Ki(A ).

The following are two applications of Quillen’s Localization and Dévissage Theorems.

2.3.4 Nilpotent extensions

Let X be a noetherian scheme and i : Z ↪→ X a closed subscheme corresponding to a nilpotent
sheaf of ideals I ⊂ OX . Assume In = 0. Then i∗ : Coh(Z)→ Coh(X) satisfies the hypothesis
of the Dévissage Theorem because Coh(Z) can be identified with the subcategory of those
coherent sheaves F on X for which IF = 0, and every sheaf F ∈ Coh(X) has a filtration
0 = InF ⊂ In−1F ⊂ ... ⊂ IF ⊂ F with quotients in Coh(Z). We conclude that i∗ induces a
homotopy equivalence G(Z)' G(X). In particular:

2.3.5 Theorem

For a noetherian scheme X, the closed immersion i : Xred ↪→ X induces a homotopy equivalence
of G-theory spaces

i∗ : G(Xred) ∼−→ G(X).
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2.3.6 G-theory localization

Let X be a noetherian scheme, and j : U ⊂ X be an open subscheme with i : Z ⊂ X being its
closed complement X −U . Let CohZ(X) ⊂ Coh(X) be the fully exact subcategory of those
coherent sheaves F on X which have support in Z, that is, for which F|U = 0. Then the sequence

CohZ(X)⊂ Coh(X)
j∗→ Coh(U) (3)

is an exact sequence of abelian categories (see 2.3.8 below). By Theorem 2.3.2, we obtain
a homotopy fibration K CohZ(X)→ K Coh(X)→ K Coh(Z) of K-theory spaces. For another
proof, see 3.3.2. The inclusion i∗ : Coh(Z)⊂ CohZ(X) satisfies Dévissage (Exercise!), so we
have a homotopy equivalence K Coh(Z)' K CohZ(X). Put together, we obtain:

2.3.7 Theorem

Let X be a noetherian scheme, and j : U ⊂ X be an open subscheme with i : Z ⊂ X being its
closed complement X−U. Then the following sequence of spaces is a homotopy fibration

G(Z) i∗→ G(X)
j∗→ G(U). (4)

In particular, there is an associated long exact sequence of G-theory groups

· · ·Gi+1(U)→ Gi(Z)→ Gi(X)→ Gi(U)→ Gi−1(Z) · · · → G0(U)→ 0 (5)

2.3.8 Proof that (3) is an exact sequence of abelian categories:

As the “kernel” of the exact functor Coh(X)→Coh(U), the category CohZ(X) is automatically
a Serre subcategory of Coh(X). The composition CohZ(X) ⊂ Coh(X)→Coh(U) is trivial.
Therefore, we obtain an induced functor

Coh(X)/CohZ(X)→Coh(U) (6)

which we have to show is an equivalence.
The functor (6) is essentially surjective on objects. This is because for any F ∈ Coh(U),

the OX -module j∗F is quasi-coherent (X is noetherian). Therefore, j∗F is a filtered colimit
colimGi of its coherent sub-OX -modules Gi. Every ascending chain of subobjects of a coherent
sheaf eventually stops. Therefore, we must have j∗Gi ∼= j∗ j∗F = F for some i.

The functor (6) is full because for F,G∈Coh(X), any map f : j∗F→ j∗G in Coh(U) equals
g|U ◦ (t|U )−1 where t and g are maps in a diagram F t← H

g→ G of coherent OX -modules. This
diagram can be taken to be the pull-back in Qcoh(X) of the diagram F→ j∗ j∗F→ j∗ j∗G←G
with middle map j∗( f ) and outer two maps the unit of adjunction maps. The object H is
coherent as it is a quasi-coherent subsheaf of the coherent sheaf F⊕G. The unit of adjunction
G→ j∗ j∗G is an isomorphism when restricted to U . Since j∗ is an exact functor of abelian
categories, the same is true for its pull back t : F → H.

Finally, the functor (6) is faithful by the following argument. The “kernel category” of this
functor is trivial, by construction. This implies that the functor (6) is conservative, i.e., detects
isomorphisms. Now, let f : F → G be a map in Coh(X)/CohZ(X) such that j∗( f ) = 0. Then
ker( f )→ F and G→ coker( f ) are isomorphisms when restricted to U . Since the functor (6)
is conservative, these two maps are already isomorphisms in Coh(X)/CohZ(X) which means
that f = 0.

Since a fully faithful and essentially surjective functor is an equivalence, we are done. �
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2.3.9 Theorem (Homotopy invariance of G-theory [Qui73, Proposition 4.1])

Let X and P be noetherian schemes and f : P→ X be a flat map whose fibres are affine spaces
(for instance, a geometric vector bundle). Then

f ∗ : G(X) ∼→ G(P)

is a homotopy equivalence. In particular, Gi(X×A1)∼= Gi(X).

2.3.10 K-theory of regular schemes

Let X be a regular noetherian and separated scheme. Then the inclusion Vect(X) ⊂ Coh(X)
induces a homotopy equivalence K Vect(X)' K Coh(X), that is,

K(X) ∼−→ G(X)

(see the Poincaré Duality Theorem 3.3.5; classically it also follows from Quillen’s Resolution
Theorem 2.3.12 below). Thus, Theorems 2.3.7 and 2.3.9 translate into theorems about K(X)
when X is regular, noetherian and separated. For instance, Theorem 2.3.9 together with Poincaré
Duality implies that the projection X×An→ X induces isomorphisms

Ki(X)
∼=−→ Ki(X×An)

whenever X is regular noetherian separated.

Besides the results mentioned above, Quillen proves two fundamental theorems which
are also of interest: the Additivity Theorem [Qui73, §3 Theorem 2 and Corollary 1] and
the Resolution Theorem [Qui73, §4 Theorem 3]. Both are special cases of the Thomason-
Waldhausen Localization Theorem 3.2.23 which is stated below. We simply quote Quillen’s
theorems here, and in §3.3 we give a proof of them based on the Localization Theorem. However,
we have to mention that the Additivity Theorem is used in the proof of the Localization
Theorem.

2.3.11 Theorem (Additivity [Qui73, §3 Corollary 1])

Let E and E ′ be exact categories, and let

0→ F−1→ F0→ F1→ 0

be a sequence of exact functors Fi : E → E ′ such that F−1(A)� F0(A)� F1(A) is a conflation
for all objects A in E . Then the induced maps on K-groups satisfy

F0 = F−1 +F1 : Ki(E )→ Ki(E ′).
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2.3.12 Theorem (Resolution [Qui73, §4])

Let A ⊂B be a fully exact subcategory of an exact category B. Assume that

(a) if M−1�M0�M1 is a conflation in B with M0, M1 ∈A , then M−1 ∈A , and
(b) for every B ∈B there is an exact sequence

0→ An→ An−1→ ·· ·A0→ B→ 0

with Ai ∈A .

Then the inclusion A ⊂B induces a homotopy equivalence of K-theory spaces

K(A ) ∼−→ K(B).

2.4 Negative K-groups

Besides the positive K-groups, one can also define the negative K-groups Ki with i < 0. They
extend certain K0 exact sequences to the right (see Cortiñas’ lecture [Cor]). For rings and
additive (or split exact) categories they were introduced by Bass [Bas68] and Karoubi [Kar68].
The treatment for exact categories below follows [Sch04].

2.4.1 Idempotent completion

Let A be an additive category, and B ⊂A be a full additive subcategory. We call the inclusion
B ⊂A cofinal, or equivalence up to factors if every object of A is a direct factor of an object
of B. If A and B are exact categories, we require moreover that the inclusion B ⊂A is fully
exact, that is, the inclusion is extension closed, and it preserves and detects conflations. As
an example, the category of (finitely generated) free R-modules is cofinal in the category of
(finitely generated) projective R-modules.

Given an additive category A , there is a “largest” category ˜A of A such that the inclusion
A ⊂ ˜A is cofinal. This is the idempotent completion ˜A of A . An additive category is called
idempotent complete if for every idempotent map p = p2 : A→ A, there is an isomorphism
A∼= X ⊕Y under which the map p corresponds to

(
1 0
0 0
)

: X ⊕Y → X⊕Y . The objects of the
idempotent completion ˜A of A are pairs (A, p) with A an object of A and p = p2 : A→ A
an idempotent endomorphism. Maps (A, p)→ (B,q) in ˜A are maps f : A→ B in A such
that f p = f = q f . Composition is composition in A , and id(A,p) = p. Every idempotent
q = q2 : (A, p)→ (A, p) corresponds to

(
1 0
0 0
)

under the isomorphism (q, p− q) : (A,q)⊕
(A, p−q)∼= (A, p). Therefore, the category ˜A is indeed idempotent complete. Furthermore,
we have a fully faithful embedding A ⊂ ˜A : A 7→ (A,1) which is cofinal since the object (A, p)
of ˜A is a direct factor the object (A,1) of A .

If E is an exact category, its idempotent completion Ẽ becomes an exact category when
we declare a sequence in Ẽ to be a conflation if it is a retract (in the category of conflations) of
a conflation of E . For more details, see [TT90, Appendix A]. Note that the inclusion E ⊂ Ẽ is
indeed fully exact.
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2.4.2 Proposition (Cofinality [Gra79, Theorem 1.1])

Let A be an exact category and B ⊂A be a cofinal fully exact subcategory. Then the maps
Ki(B)→ Ki(A ) are isomorphisms for i > 0 and a monomorphism for i = 0. This holds in
particular for Ki(E )→ Ki(Ẽ ).

2.4.3 Negative K-theory and the spectrum IK(E )

To any exact category E , one can associate a new exact category SE (see Subsection 2.4.6),
called the suspension of E , such that there is a natural homotopy equivalence [Sch04]

K(Ẽ ) ∼→ΩK(SE ). (7)

If E = Proj(R) one can take SE = Proj(ΣR) where ΣR is the suspension ring of R; see Cortiñas’
lecture [Cor]) for the definition of ΣR.

One uses the suspension construction to slightly modify the definition of algebraic K-
theory in order to incorporate negative K-groups as follows. One sets IKi(E ) = Ki(E ) for

i≥ 1, IK0(E ) = K0(Ẽ ) and IKi(E ) = K0(S̃−iE ) for i < 0. Since Vect(X), Coh(X) and Proj(R)
are all idempotent complete, we have the equalities IK0 Vect(X) = K0 Vect(X) = K0(X),
IK0 Coh(X) = K0 Coh(X) = G0(X) and IK0 Proj(R) = K0 Proj(R) = K0(R). In these cases, we
have not changed the definition of K-theory; we have merely introduced “negative K-groups”
IKi for i < 0. For this reason, we may write Ki(X) and Ki(R) instead of IKi(X) and IKi(R) for
all i ∈ Z.

In a fancy language, one constructs a spectrum IK(E ) whose homotopy groups are the
groups IKi(E ) for i ∈ Z. The n-th space of this spectrum is K(SnE ), and the structure maps are
given by (7). For terminology and basic properties of spectra, we refer the reader to Appendix
A.1.8.

By Bass’ Fundamental Theorem stated in 3.5.3 below there is a split exact sequence for
i ∈ Z

0→ Ki(R)→ Ki(R[T ])⊕Ki(R[T−1])→ Ki(R[T,T−1])→ Ki−1(R)→ 0.

One can use this sequence to give a recursive definition of the negative K-groups Ki(R) for
i < 0, starting with the functor K0. This was Bass’ original definition.

2.4.4 Remark

Although Quillen did not define negative K-groups of exact categories, all K-theory statements
in [Qui73] and [Gra76] extend to negative K-theory. The only exceptions are Quillen’s Local-
ization Theorem 2.3.2 and the Dévissage Theorem 2.3.3. To insure that these two theorems
also extend to negative K-theory, we need the abelian categories in question to be noetherian,
though it is conjectured that the noetherian hypothesis is unnecessary.

2.4.5 Remark

Not much is known about IKi(E ) when i < 0, even though we believe their calculations to be
easier than those of Ki(E ) when i≥ 0. However, we do know the following. We have Ki(R) = 0
for i < 0 when R is a regular noetherian ring [Bas68]. We have IK−1(A ) = 0 for any abelian
category A [Sch06, Theorem 6], and IKi(A ) = 0 for i < 0 when A is a noetherian abelian
category [Sch06, Theorem 7]. In particular, K−1(R) = 0 for a regular coherent ring R, and



Higher algebraic K-theory 169

Ki(X) = 0 for i < 0 when X is any regular noetherian and separated scheme. In [CHSW08]
it is shown that Ki(X) = 0 for i <−d when X is a d-dimensional scheme essentially of finite
type over a field of characteristic 0, but K−d(X) = Hd

cdh(X ,Z) can be non-zero [Rei87]. For
finite-type schemes over fields of positive characteristic, the same is true provided strong
resolution of singularities holds over the base field [GH08]. It is conjectured that Ki(ZG) = 0
for i <−1 when G is a finitely presented group [Hsi84]. For results in this direction see [LR05].

2.4.6 Construction of the suspension SE

Let E be an exact category. The countable envelope FE of E is an exact category whose
objects are sequences

A0� A1� A2� ...

of inflations in E . The morphism set from a sequence A∗ to another sequence B∗ is

HomFE (A∗,B∗) = limi colim
j

HomE (Ai,B j).

A sequence in FE is a conflation iff it is isomorphic in FE to the sequence of maps of
sequences A∗ → B∗ → C∗ where Ai → Bi → Ci is a conflation in E for i ∈ N. Colimits of
sequences of inflations exist in FE , and are exact. In particular, FE has exact countable direct
sums. There is a fully faithful exact functor E →FE which sends an object X ∈ E to the

constant sequence X 1→ X 1→ X 1→ ··· . For details of the construction see [Kel90, Appendix B]
where FE was denoted by E ∼.

The suspension SE of E is the quotient FE /E of the countable envelope FE by the
subcategory E . The quotient is taken in the category of small exact categories. The proof of
the existence of FE /E and an explicit description is given in [Sch04]. By [Sch04, Theorem
2.1 and Lemma 3.2] the sequence E →FE → SE induces a homotopy fibration K(Ẽ )→
K(FE )→ K(SE ) of K-theory spaces. Since FE has exact countable direct sums, the total
space K(FE ) of the fibration is contractible. This yields the homotopy equivalence 2.4.3 (7).

3 Algebraic K-theory and triangulated categories

3.1 The Grothendieck-group of a triangulated category

Most calculations in the early days of K-theory were based on Quillen’s Localization Theorem
2.3.2 for abelian categories together with Dévissage 2.3.3. Unfortunately, not all K-groups are
(not even equivalent to) the K-groups of some abelian category, notably K(X) where X is some
singular variety. Also, there is no satisfactory generalization of Quillen’s Localization Theorem
to exact categories which would apply to all situations K-theorists had in mind. This is where
triangulated categories come in. They provide a flexible framework that allows us to prove
many results which cannot be proved with Quillen’s methods alone.

For the rest of this subsection, we will assume that the reader is familiar with Appendix
A.2.1 – A.2.7.

3.1.1 Definition of K0(T )

Let T be a small triangulated category. The Grothen-dieck-group K0(T ) of T is the abelian
group freely generated by symbols [X ] for every object X of T , modulo the relation [X ]+[Z] =
[Y ] for every distinguished triangle X → Y → Z→ T X in T .
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3.1.2 Remark

As in Remark 2.1.6, we have [X ] = [Y ] if there is an isomorphism f : X ∼= Y in view of the

distinguished triangle X
f→ Y → 0→ T X . We also have [X ⊕Y ] = [X ]+ [Y ] because there is

a distinguished triangle X → X ⊕Y → Y → T X which is the direct sum of the distinguished
triangles X→X→ 0→ T X and 0→Y→Y→ 0. Moreover, the distinguished triangle X→ 0→
T X → T X shows that [T X ] =−[X ]. In particular, every element in K0(T ) can be represented
as [X ] for some object X in T .

One would like to relate the Grothendieck-group K0(E ) of an exact category E to the
Grothendieck-group of a triangulated category associated with E . This rôle is played by the
bounded derived category D b(E ) of E .

3.1.3 The bounded derived category of an exact category

Let Chb E be the exact category of bounded chain complexes in E ; see Example 2.1.2 (e). Call
a bounded chain complex (A,d) in E strictly acyclic if every differential di : Ai→ Ai+1 can be
factored as Ai� Zi+1� Ai+1 such that the sequence Zi� Ai� Zi+1 is a conflation in E for
all i ∈ Z. A bounded chain complex is called acyclic if it is homotopy equivalent to a strictly
acyclic chain complex. A map f : (A,d)→ (B,d) is called quasi-isomorphism if its cone C( f )
(see Appendix A.2.5 for a definition) is acyclic.

As a category, the bounded derived category D b(E ) is the category

D b(E ) = [quis−1]Chb E

obtained from the category of bounded chain complexes Chb E by formally inverting the quasi-
isomorphisms. A more explicit description of D b(E ) is obtained as follows. Let K b(E ) be the
homotopy category of bounded chain complexes in E . Its objects are bounded chain complexes
in E , and maps are chain maps up to chain homotopy. With the same definitions as in Appendix
A.2.5, the homotopy category K b(E ) is a triangulated category. Let K b

ac(E )⊂K b(E ) be the
full subcategory of acyclic chain complexes. The category K b

ac(E ) is closed under taking cones
and shifts T and T−1 in K b(E ). Therefore, it is a full triangulated subcategory of K b(E ).
The bounded derived category of the exact category E is the Verdier quotient K b(E )/K b

ac(E ).
It turns out that distinguished triangles in D b(E ) are precisely those triangles which are

isomorphic to the standard triangles constructed as follows. A conflation X
i
� Y

p
� Z of chain

complexes in Chb E yields the standard distinguished triangle

X i−→ Y
p−→ Z

q◦s−1

−→ T X

in D b(E ) where s is the quasi-isomorphism C(i)→C(i)/C(idX )∼= Z, and q is the canonical
map C( f )→ T X as in A.2.5. For more details, see [Kel96].

3.1.4 Exercise

Let E be an exact category. Consider the objects of E as chain complexes concentrated in
degree zero. Show that the map K0(E )→ K0(D bE ) given by [X ] 7→ [X ] is an isomorphism.
Hint: The inverse K0(D bE )→ K0(E ) is given by [A,d] 7→ Σi(−1)i[Ai]. The point is to show
that this map is well-defined.
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3.1.5 Definition

A sequence of triangulated categories A →B→ C is called exact if the composition sends
A to 0, if A →B is fully faithful and coincides (up to equivalence) with the subcategory
of those objects in B which are zero in C , and if the induced functor B/A → C from the
Verdier quotient B/A to C is an equivalence.

3.1.6 Exercise

Let A →B→C be an exact sequence of triangulated categories. Then the following sequence
of abelian groups is exact

K0(A )→ K0(B)→ K0(C )→ 0. (8)

Hint: Show that the map K0(C )→ coker(K0(A )→K0(B)) given by [C] 7→ [B] is well-defined
where B ∈B is any object whose image in the category C is isomorphic to the object C.

How can we decide whether a sequence of exact categories induces an exact sequence of
bounded derived categories so that we could apply Exercise 3.1.6 and Theorems 3.2.23 and
3.2.27 below? For this, the following facts are often quite useful.

3.1.7 Some criteria and facts

Let A →B be an exact functor between exact categories.

(a) If B is the localization Σ−1A of A with respect to a set of maps Σ which satisfies a
calculus of left (or right) fractions, then Chb B is the localization of Chb A with respect to
to the set of maps which degree-wise belong to Σ . This set of maps also satisfies a calculus
of left (right) fractions, and therefore, D b(A )→ D b(B) is a localization. In particular,
D b(B) is the Verdier quotient of D b(A ) modulo the full triangulated subcategory of
objects which are zero in D b(B).

(b) Suppose that A is a fully exact subcategory of B. If for any inflation A� B in B with
A∈A there is a map B→ A′ with A′ ∈A such that the composition A→ A′ is an inflation
in A , then the functor D b(A )→ D b(B) is fully faithful [Kel96, 12.1].

(c) If A →B is a cofinal fully exact inclusion, then D bA → D bB is fully faithful and
cofinal. If E is an idempotent complete exact category, then its bounded derived category
D bE is also idempotent complete [BS01, Theorem 2.8].

(d) The bounded derived category D bE of an exact category E is generated (as a triangulated
category) by the objects of E (considered as complexes concentrated in degree zero)
in the sense that D bE is the smallest triangulated subcategory of D bE closed under
isomorphisms which contains the objects of E (Exercise!).

We illustrate these facts by giving an example of a sequence of exact categories which
induces an exact sequence of bounded derived categories.
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3.1.8 Example

Let R be a ring with unit, and let S ⊂ R be a multiplicative set of central non-zero-divisors
in R. Let HS(R) ⊂ R -Mod be the full subcategory of those left R-modules which are direct
factors of finitely presented S-torsion R-modules of projective dimension at most 1. This
category is extension closed in the category of all left R-modules. We consider it as an exact
category where a sequence in HS(R) is a conflation if it is a conflation of R-modules. Let
P1(R) ⊂ R -Mod be the full subcategory of those left R-modules M which fit into an exact
sequence 0→ P→M→ H → 0 of R-modules where P is finitely generated projective and
H ∈HS(R). The inclusion P1(R)⊂R -Mod is closed under extensions and we consider P1(R)
as a fully exact subcategory of R -Mod. Finally, let P ′(S−1R)⊂ Proj(S−1R) be the full additive
subcategory of those finitely generated projective S−1R-modules which are localizations of
finitely generated projective R-modules.

3.1.9 Lemma

The sequence HS(R) → P1(R) → P ′(S−1R) induces an exact sequence of associated
bounded derived categories. Moreover, the inclusion Proj(R) ⊂P1(R) induces an equiv-
alence D b Proj(R) '→ D bP1(R) of categories. In particular, there is an exact sequence of
triangulated categories

D bHS(R)→ D b Proj(R)→ D bP ′(S−1R). (9)

For instance, let R be a Dedekind domain and S ⊂ R be the set of non-zero elements in
R. Then S−1R = K is the field of fractions of R, the category P ′(S−1R) is the category of
finite dimensional K-vector spaces, and HS(R) is the category of finitely generated torsion
R-modules.

Proof of Lemma 3.1.9:

Let P1
0 (R) ⊂P1(R) be the full subcategory of those R-modules M which fit into an exact

sequence 0→ P→ M → H → 0 with P finitely generated projective, and H an S-torsion
R-module of projective dimension at most 1. The inclusion P1

0 (R) ⊂P1(R) is fully exact
and cofinal. By 3.1.7 (c), the induced triangle functor D bP1

0 (R)→ D bP1(R) is fully faithful
and cofinal. By the dual of 3.1.7 (b), the functor D b Proj(R)→ D bP1

0 (R) is fully faithful.
By 3.1.7 (d), this functor is also essentially surjective (hence an equivalence) since every
object of P1

0 (R) has projective dimension at most 1. The category Proj(R) is idempotent
complete. By 3.1.7 (c), the same is true for D b Proj(R). It follows that the cofinal inclusions
D b Proj(R)⊂ D bP1

0 (R)⊂ D bP1(R) are all equivalences.
For any finitely generated projective R-modules P and Q, the natural map S−1 HomR(P,Q)→

HomS−1R(S−1P,S−1Q) is an isomorphism. Therefore, the category P ′(S−1R) is obtained from
Proj(R) by a calculus of right fractions with respect to the multiplication maps P→ P : x 7→ sx
for s ∈ S and P ∈ Proj(R). By 3.1.7 (a), the functor Db Proj(R)∼= DbP1(R)→ D bP ′(S−1R)
is a localization, that is, D bP ′(S−1R) is the Verdier quotient DbP1(R)/K where K ⊂
DbP1(R) is the full triangulated subcategory of those objects which are zero in D bP ′(S−1R).
The functor D bHS(R) → D bP1(R) is fully faithful by 3.1.7 (b), and it factors through
K . We have to show that the full inclusion D bHS(R) ⊂ K is an equivalence, that is,
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we have to show that every object E in K is isomorphic to an object of D bHS(R). Since
D b Proj(R) ∼= D bP1(R), we can assume that E is a complex of projective R-modules. The
acyclic complex S−1E is a bounded complex of projective S−1R-modules, and thus it is con-
tractible. The degree-wise split inclusion i : E � CE of E into its cone CE induces a map
of contractible complexes S−1E� S−1CE which a fortiori is degree-wise split injective. A
degree-wise split inclusion of contractible complexes always has a retraction; see Example 3.2.6.
Applied to the last map we obtain a retraction r : S−1CE→ S−1E in Chb P ′(S−1R). We can
write r as a right fraction ps−1

0 with p : CE→ E a chain map and s0 : CE→CE : x 7→ s0x the
multiplication by s0 for some s0 ∈ S. After localization at S, we have 1 = ri = ps−1

0 i = s−1
0 pi,

and thus, s0 = pi since the elements of S are central. By the calculus of fractions, there is an
s1 ∈ S such that p◦ i◦ s1 = s0s1. Since the set S ⊂ R consists of non-zero-divisors and since
E consists of projective modules in each degree, the morphism s : E → E given by x 7→ sx
with s ∈ S is injective. Therefore, we obtain a conflation of chain complexes of R-modules
CE� E⊕CE/is1(E)� E/s0s1E where the maps CE → E and CE/is1(E)→ E/s0s1E are
induced by p and the other two maps are (up to sign) the natural quotient maps. This shows
that in D bP1(R) we have an isomorphism E⊕CE/is1(E)∼= E/s0s1E. In particular, the chain
complex E is a direct factor of an object of D bHS(R), namely of E/s0s1E. By 3.1.7 (c), the
category D bHS(R) is idempotent complete. Hence, the complex E must be in D bHS(R). �

Lemma 3.1.9 illustrates a slight inconvenience. The definition of the K-theory of S−1R
uses all finitely generated projective S−1R-modules and not only those lying in P ′(S−1R).
Therefore, one would like to replace D bP ′(S−1R) with D b Proj(S−1R) in Lemma 3.1.9, but
these two categories are not equivalent, in general. However, the inclusion D bP ′(S−1R) ⊂
D b Proj(S−1R) is an equivalence up to factors by 3.1.7 (c). This observation together with
Neeman’s Theorem 3.4.5 below motivates the following.

3.1.10 Definition

A sequence of triangulated categories A →B→ C is exact up to factors if the composition is
zero, the functor A →B is fully faithful, and the induced functor B/A →C is an equivalence
up to factors. (See Subsection 2.4.1 for the definition of “exact up to factors”.)

In this situation, the inclusion A ⊂A ′ of A into the full subcategory A ′ of B whose
objects are zero in C is also an equivalence up to factors [Nee01, 2.1.33]. Thus, a sequence
A →B → C of triangulated categories is exact up to factors if, up to equivalences up to
factors, A is the kernel category of B→ C and C is the cokernel category of A →B.

3.1.11 Example

Keep the hypothesis and notation of Example 3.1.8. The sequence of triangulated categories

D bHS(R)→ D b Proj(R)→ D b Proj(S−1R)

is exact up to factors but not exact, in general.

3.1.12 Idempotent completion of triangulated categories

A triangulated category A is, in particular, an additive category. So we can speak of its
idempotent completion ˜A ; see Subsection 2.4.1. It turns out that ˜A can be equipped with
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the structure of a triangulated category such that the inclusion A ⊂ ˜A is a triangle functor
[BS01]. A sequence in ˜A is a distinguished triangle if it is a direct factor of a distinguished
triangle in A . Note that the triangulated categories D b Vect(X), D b Coh(X) and D b Proj(R)
are all idempotent complete by 3.1.7 (c).

3.1.13 Exercise

(a) Let A ⊂B be a cofinal inclusion of triangulated categories. Show that the map K0(A )→
K0(B) is injective [Tho97, Corollary 2.3].

(b) Let A →B→ C be a sequence of triangulated categories which is exact up to factors.
Then the following sequence of abelian groups is exact

K0( ˜A )→ K0(B̃)→ K0(C̃ ). (10)

3.1.14 Remark

The statement in Exercise 3.1.13 (a) is part of Thomason’s classification of dense subcategories.
Call a triangulated subcategory A ⊂B dense if A is closed under isomorphisms in B and if
the inclusion is cofinal. Thomason’s Theorem [Tho97, Theorem 2.1] says that the map which
sends a dense subcategory A ⊂B to the subgroup K0(A ) ⊂ K0(B) is a bijection between
the set of dense subcategories of B and the set of subgroups of K0(B).

We note that an object of B of the form A⊕A[1] is in every dense triangulated subcategory
of B since [A⊕A[1]] = [A]− [A] = 0 ∈ K0(B).

3.2 The Thomason-Waldhausen Localization Theorem

We would like to extend the exact sequence 3.1.6 (8) to the left, and the exact sequence 3.1.13
(10) in both directions. However, there is no functor from triangulated categories to spaces (or
spectra) which does that and yields Quillen’s K-theory of an exact category E when applied to
D bE [Sch02, Proposition 2.2]. This is the reason why we need to introduce more structure.

3.2.1 Notation

To abbreviate, we write Chb(Z) for the exact category of bounded chain complexes of finitely
generated free Z-modules; see Example 2.1.2 (e). A sequence here is a conflation if it splits
in each degree (that is, it is isomorphic in each degree to the sequence 2.1.1 (f)). There is a
symmetric monoidal tensor product

⊗ : Chb(Z)×Chb(Z)→ Chb(Z)

which extends the usual tensor product of free Z-modules. It is given by the formulas

(E⊗F)n =
⊕

i+ j=n
E i⊗F j, d(x⊗ y) = (dx)⊗ y+(−1)|x|x⊗dy. (11)

where |x| denotes the degree of x. The unit of the tensor product is the chain complex 11 =
Z ·1Z which is Z in degree 0 and 0 elsewhere. There are natural isomorphisms isomorphisms
α : A⊗ (B⊗C)∼= (A⊗B)⊗C, λ : 11⊗A∼= A and ρ : A⊗11∼= A such that certain pentagonal
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and triangular diagrams commute and such that λ11 = ρ11; see [ML98, VII.1] and Definition
3.2.2 below. Formally, the sextuplet (Chb(Z),⊗,11,α,ρ,λ ) is a symmetric monoidal category.

Besides the chain complex 11, we have two other distinguished objects in Chb(Z). The
complex C = Z ·1C⊕Z ·η is concentrated in degrees 0 and −1 where it is the free Z-module
of rank 1 generated by 1C and η , respectively. The only non-trivial differential is dη = 1C. In
fact, C is a commutative differential graded Z-module with unique multiplication such that
1C is the unit in C. Furthermore, there is the complex T = Z ·ηT which is the free Z-module
generated by ηT in degree −1 and it is 0 elsewhere. Note that there is a short exact sequences
of chain complexes

0→ 11�C� T → 0 : 1Z 7→ 1C, (1C,η) 7→ (0,ηT ).

3.2.2 Definition

An exact category E is called complicial if it is equipped with a bi-exact tensor product

⊗ : Chb(Z)×E → E (12)

which is associative and unital in the sense that there are natural isomorphisms α : A⊗(B⊗X)∼=
(A⊗B)⊗X and λ : 11⊗X ∼= X such that the pentagonal diagrams

A⊗ (B⊗ (C⊗X)) α //

1⊗α

��

(A⊗B)⊗ (C⊗X) α // ((A⊗B)⊗C)⊗X

α⊗1
��

A⊗ ((B⊗C)⊗X) α // (A⊗ (B⊗C))⊗X

and triangular diagrams

A⊗ (11⊗X) α //

1⊗λ ''OOOOOOOOOOO
(A⊗11)⊗X

ρ⊗1

��
A⊗X

commute for all A,B,C ∈ Chb(Z) and X ∈ E . In other words, a complicial exact category is an
exact category E equipped with a bi-exact action of the symmetric monoidal category Chb(Z)
on E ; see [Gra76, p. 218] for actions of monoidal categories.

For an object X of E , we write CX and T X instead of C⊗X and T ⊗X . Note that there is
a functorial conflation X�CX � T X which is the tensor product of 11�C� T with X . For
a morphism f : X → Y in E , we write C( f ) for the push-out of f along the inflation X �CX ,
and we call it the cone of f . As a push-out of an inflation, the morphism Y →C( f ) is also an
inflation with the same cokernel T X . This yields the conflation in E

Y �C( f )� T X . (13)

3.2.3 Example

Let X be a scheme. The usual tensor product of vector bundles ⊗OX : Vect(X)×Vect(X)→
Vect(X) extends to a tensor product

⊗ : Chb Vect(X)×Chb Vect(X)−→ Chb Vect(X)
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of bounded chain complexes of vector bundles defined by the same formula as in 3.2.1 (11).
The structure map p : X → SpecZ associated with the unique ring map Z→ Γ (X ,OX ) induces
a symmetric monoidal functor p∗ : Proj(Z)→ Vect(X) and thus an action

⊗ : Chb(Z)×Chb Vect(X) : (M,V ) 7→ p∗M⊗V

which makes Chb Vect(X) into a complicial exact category.

3.2.4 Example

For any exact category E , the category Chb E of bounded chain complexes in E can be
made into a complicial exact category as follows. Write F(Z) for the category of finitely
generated free Z-modules where each module is equipped with a choice of a basis. So, we
have an equivalence Chb(Z)∼= Chb F(Z). We define an associative and unital tensor product
F(Z)×E → E by Zn⊗X = Xe1⊕ ...⊕Xen where Xei stands for a copy of X corresponding
the the basis element ei of the based free module Zn = Ze1⊕ ...⊕Zen. On maps, the tensor
product is defined by (ai j)⊗ f = (ai j f ). With the usual formulas for the tensor product of chain
complexes as in 3.2.1 (11), this tensor product extends to an associative, unital and bi-exact
pairing

⊗ : Chb(Z)×Chb E → Chb E

making the category of bounded chain complexes Chb E into a complicial exact category.

3.2.5 The stable category of a complicial exact category

Let E be a complicial exact category. Call a conflation X�Y � Z in E a Frobenius conflation
if for every object U ∈ E the following holds: Every map X →CU extends to a map Y →CU ,
and every map CU → Z lifts to a map CU → Y . It is shown in Lemma A.2.16 that E together
with the Frobenius conflations is a Frobenius exact category. That is, it is an exact category
which has enough injectives and enough projectives, and where injectives and projectives
coincide; see Appendix A.2.14. The injective-projective objects are precisely the direct factors
of objects of the form CU for U ∈ E . The stable category E of the complicial exact category E
is, by definition, the stable category of the Frobenius exact category E ; see Appendix A.2.14.
It has objects the objects of E , and maps are the homotopy classes of maps in E where two
maps f ,g : X → Y are homotopic if their difference factors through an object of the form CU .
As the stable category of a Frobenius exact category, the category E is a triangulated category
(Appendix A.2.14). Distinguished triangles are those triangles which are isomorphic in E to
sequences of the form

X
f→ Y →C( f )→ T X (14)

attached to any map f : X → Y in E and extended by the sequence (13).

3.2.6 Example

Continuing the Example 3.2.4, the complicial exact category Chb E of bounded chain complexes
of E has as associated stable category the homotopy category K bE of Subsection 3.1.3. This
is because contractible chain complexes are precisely the injective-projective objects for the
Frobenius exact structure of Chb E (Exercise!). See also Lemma A.2.16.
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3.2.7 Definition

An exact category with weak equivalences is an exact category E together with a set w⊂MorE
of morphisms in E . Morphisms in w are called weak equivalences. The set of weak equivalences
is required to contain all identity morphisms; to be closed under isomorphisms, retracts, push-
outs along inflations, pull-backs along deflations, composition; and to satisfy the “two out of
three” property for composition: if two of the three maps among a, b, ab are weak equivalences,
then so is the third.

3.2.8 Example

Let E be an exact category. The exact category Chb E of bounded chain complexes in E of
Example 2.1.2 (e) together with the set quis of quasi-isomorphisms as defined in Subsection
3.1.3 is an exact category with weak equivalences.

3.2.9 Definition

An exact category with weak equivalences (E ,w) is complicial if E is complicial and if the
tensor product 3.2.2 (12) preserves weak equivalences in both variables, that is, if f is a
homotopy equivalence in Chb(Z) and g is a weak equivalence in E , then f ⊗ g is a weak
equivalence in E .

3.2.10 Example

The exact category with weak equivalences (Chb E ,quis) of Example 3.2.8 is complicial with
action by Chb(Z) as defined in Subsection 3.2.4.

Before we come to the definition of the K-theory space of a complicial exact category, we
introduce some notation. Let E = (E ,w) be a complicial exact category with weak equivalences.
We write E w ⊂ E for the fully exact subcategory of those objects X in E for which the map
0→ X is a weak equivalence.

3.2.11 Exercise

Show that E w is closed under retracts in E . More precisely, let X be an object of E . Show that
if there are maps i : X → A and p : A→ X with pi = 1X and A ∈ E w then X ∈ E w. In particular,
objects of E which are isomorphic to objects of E w are in E w.

3.2.12 Definition of K(E ,w), K(E)

The algebraic K-theory space K(E) = K(E ,w) of a complicial exact category with weak
equivalences E = (E ,w) is the homotopy fibre of the map of pointed topological spaces
BQ(E w)→ BQ(E ) induced by the inclusion E w ⊂ E of exact categories. That is,

K(E) = K(E ,w) = F(g) where g : BQ(E w)→ BQ(E )

and where F(g) is the homotopy fibre of g as in Appendix A.1.7. The higher algebraic K-groups
Ki(E) of E are the homotopy groups πiK(E) of the K-theory space of E for i≥ 0.

Exact functors preserving weak equivalences induce maps between algebraic K-theory
spaces of complicial exact categories with weak equivalences.
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3.2.13 Remark

The K-theory space of an exact category with weak equivalences is usually defined using
Waldhausen’s S•-construction [Wal85, p. 330, Definition]. A complicial exact category E =
(E ,w) has a “cylinder functor” in the sense of [Wal85, §1.6] obtained as the tensor product with
the usual cylinder in Chb(Z) via the action of Chb(Z) on E . Theorem [Wal85, 1.6.4] together
with [Wal85, §1.9] then show that the K-theory space of any complicial exact category with
weak equivalences as defined in 3.2.12 is equivalent to the one in [Wal85].

3.2.14 Theorem [TT90, Theorem 1.11.7]

Let E be an exact category. The embedding of E into Chb E as degree-zero complexes induces
a homotopy equivalence

K(E )' K(Chb E ,quis).

3.2.15 The triangulated category T (E)

Let E = (E ,w) be a complicial exact category with weak equivalences. For objects X of E w

and A of Chb(Z), the object A⊗X is in E w because the map 0→ A⊗X is a weak equivalence
since it is the tensor product idA⊗ (0→ X) of two weak equivalences. It follows that we can
consider E w as a complicial exact category where the action by Chb(Z) is induced from the
action on E . For every object U ∈ E , the object CU is in E w because the map 0→CU is a
weak equivalence as it is the a tensor product (0→C)⊗1U of two weak equivalences. More
generally, every retract of an object of the form CU is in E w by Exercise 3.2.11. Therefore, the
two Frobenius categories E and E w have the same injective-projective objects. It follows that
the inclusion E w ⊂ E induces a fully faithful triangle functor of associated stable categories
E w ⊂ E .

3.2.16 Exercise

Show that E w is closed under retracts in E . More precisely, let X be an object of E . Show that
if there are maps i : X → A and p : A→ X in E with pi = 1X and A ∈ E w then X ∈ E w. In
particular, objects of E which are isomorphic in E to objects of E w are already in E w.

3.2.17 Definition

The triangulated category T (E) associated with a complicial exact category with weak equiva-
lences E = (E ,w) is the Verdier quotient

T (E) = E /E w

of the inclusion of triangulated stable categories E w ⊂ E . By construction, distinguished
triangles in T (E) are those triangles which are isomorphic in T (E) to triangles of the form
3.2.5 (14).

One easily checks that the canonical functor E → T (E) : X 7→ X induces an isomorphism
of categories

w−1E
∼=→T (E).

Therefore, as a category, the triangulated category T (E ,w) of (E ,w) is obtained from E by
formally inverting the weak equivalences.
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3.2.18 Exercise

Let (E ,w) be a complicial exact category with weak equivalences. Show that a morphism in
E which is an isomorphism in T (E ,w) is a weak equivalence. Hint: Show that (a) if in a
conflation X � Y � A the object A is in E w then X � Y is a weak equivalence, and (b) a
map f : X → Y is an isomorphism in T (E ,w) iff its cone C( f ) is in E w by Exercise 3.2.16.
Conclude using the conflation X �CX⊕Y �C( f ).

3.2.19 Remark

A conflation X
i
� Y

p
� Z in a complicial exact category with weak equivalences (E,w) gives

rise to a distinguished triangle

X i−→ Y
p−→ Z −→ T X

in T (E ,w). By definition, this triangle is isomorphic to the standard distinguished triangle
3.2.5 (14) via the quotient map C(i)�C(i)/CX ∼= Z which is weak equivalence in E and an
isomorphism in T (E ,w).

3.2.20 Example

For an exact category E , the triangulated category T (Chb E ,quis) associated with the com-
plicial exact category with weak equivalences (Chb E ,quis) of Example 3.2.10 is the usual
bounded derived category D bE of E as defined in Subsection 3.1.3.

3.2.21 Example (DG categories)

Let C be a dg-category ([Kel06], or see Toen’s lecture [Toe]). There is a canonical embedding
C ⊂ C pretr of dg-categories of C into a “pretriangulated dg-category” C pretr associated
with C [BLL04, §4.4]. It is obtained from C by formally adding iterated shifts and cones of
objects of C . The homotopy category Ho(C pretr) of C pretr is equivalent to the full triangulated
subcategory of the derived category D (C ) of dg C -modules which is generated by C . The
idempotent completion of Ho(C pretr) is equivalent to the triangulated category of compact
objects in D (C ) which is sometimes called the derived category of perfect C -modules, and it
is also equivalent to the homotopy category of the triangulated hull of C mentioned Toen’s
lecture [Toe].

Exercise: Show that C pretr and the triangulated hull of C can be made into complicial
exact categories with weak equivalences such that the associated triangulated categories are the
homotopy categories of C pretr and of the triangulated hull of C .

3.2.22 Proposition (Presentation of K0(E))

Let E = (E ,w) be a complicial exact category with weak equivalences. Then the map K0(E)→
K0(T (E)) : [X ] 7→ [X ] is well-defined and an isomorphism of abelian groups.
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Proof:

By Definition 3.2.12 and Proposition 2.2.4, the group K0(E) is the cokernel of the map
K0(E w)→ K0(E ). By Remark 3.2.19, conflations in E yield distinguished triangles in T (E).
Therefore, the map K0(E )→ K0(T (E)) given by [X ] 7→ [X ] is well-defined. This map clearly
sends K0(E w) to zero. It follows that the map in the Proposition is also well-defined.

Now, we show that the inverse map K0(T (E))→ K0(E) defined by [X ] 7→ [X ] is also
well-defined. We first observe that the existence of a weak equivalence f : X → Y implies
that [X ] = [Y ] in K0(E). This is because there is a conflation X �CX ⊕Y �C( f ) in E by
the definition of the mapping cone C( f ). The objects CX and C( f ) are in E w which implies
[X ] = [Y ] ∈ K0(E). More generally, any two objects which are isomorphic in T (E) give rise
to the same element in K0(E) because they are linked by a zigzag of weak equivalences by
Exercise 3.2.18 and the definition of T (E). Next, we observe that for every object X of E ,
the existence of the conflation X �CX � T X in E with CX ∈ E w shows that [X ] =−[T X ] in
K0(E). Finally, every distinguished triangle A→ B→C→ TA in T (E) is isomorphic in T (E)
to a triangle of the form 3.2.5 (14) where Y �C( f )� T X is a conflation in E . Therefore, we
have [A]− [B]+ [C] = [X ]− [Y ]+ [C( f )] = [X ]− [Y ]+ [Y ]+ [T X ] = [X ]− [Y ]+ [Y ]− [X ] = 0
in K0(E), and the inverse map is well-defined. �

Now, we come to the theorem which extends the sequence 3.1.6 (8) to the left. It is due to
Thomason [TT90, 1.9.8., 1.8.2] based on the work of Waldhausen [Wal85].

3.2.23 Theorem (Thomason-Waldhausen Localization, connective version)

Given a sequence A→ B→ C be of complicial exact categories with weak equivalences.
Assume that the associated sequence T A→T B→T C of triangulated categories is exact.
Then the induced sequence of K-theory spaces

K(A)→ K(B)→ K(C)

is a homotopy fibration. In particular, there is a long exact sequence of K-groups

· · · → Ki+1(C)→ Ki(A)→ Ki(B)→ Ki(C)→ Ki−1(A)→ ···

ending in K0(B)→ K0(C)→ 0.

The following special case of Theorem 3.2.23 which is important in itself is due to
Thomason [TT90, Theorem 1.9.8].

3.2.24 Theorem (Invariance under derived equivalences)

Let A→ B be a functor of complicial exact categories with weak equivalences. Assume that the
associated functor of triangulated categories T A→T B is an equivalence. Then the induced
map K(A)→ K(B) of K-theory spaces is a homotopy equivalence. In particular, it induces
isomorphisms Ki(A)∼= Ki(B) of K-groups for i≥ 0.
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3.2.25 Example

Theorem 3.2.23 applied to Example 3.1.8 yields a homotopy fibration

K(HS(R))→ K(R)→ K(P ′(S−1R))

of K-theory spaces. As mentioned earlier, one would like to replace P ′(S−1R) with Proj(S−1R)
in the homotopy fibration and its associated long exact sequence of homotopy groups. We can
do so by the Cofinality Theorem 2.4.2, and we obtain a long exact sequence of K-groups

· · · → Ki+1(S−1R)→ Ki(HS(R))→ Ki(R)→ Ki(S−1R)→ Ki(HS(R))→ ···

ending in · · · → K0(R)→ K0(S−1R). The last map K0(R)→ K0(S−1R), however, is not sur-
jective, in general. We have already introduced the negative K-groups of an exact category in
§2.4. They do indeed extend this exact sequence to the right. But this is best understood in the
framework of complicial exact categories with weak equivalences.

3.2.26 Negative K-theory of complicial exact categories

To any complicial exact category with weak equivalences E, one can associate a new complicial
exact category with weak equivalences SE, called the suspension of E, such that there is a
natural map

K(E)→ΩK(SE) (15)
which is an isomorphism on πi for i≥ 1 and a monomorphism on π0 [Sch06]; see the construc-
tion in Subsection 3.2.33 below. In fact, K1(SE) = K0((T E)∼) where (T E)∼ denotes the
idempotent completion of T E. Moreover, the suspension functor sends sequences of complicial
exact categories with weak equivalences whose associated sequence of triangulated categories
is exact up to factors to sequences with that same property.

One uses the suspension construction to slightly modify the definition of algebraic K-
theory in order to incorporate negative K-groups as follows. One sets IKi(E) = Ki(E) for
i ≥ 1, IK0(E) = K0((T E)∼) and IKi(E) = K0((T S−iE)∼) for i < 0. As in the case of exact
categories in Subsection 2.4.3, one constructs a spectrum IK(E) whose homotopy groups are
the groups IKi(E) for i ∈ Z. The n-th space of this spectrum is K(SnE), and the structure maps
are given by (15).

If the category T E is idempotent complete, then we may write Ki(E) instead of IKi(E) for
i ∈ Z. In this case, IKi(E) = Ki(E) for all i≥ 0. Therefore, we have merely introduced negative
K-groups without changing the definition of IK0.

The following theorem extends the exact sequence 3.1.13 (10) in both directions. For the
definition of a homotopy fibration of spectra, see Appendix A.1.8.

3.2.27 Theorem (Thomason-Waldhausen Localization, non-connective version)

Let A→ B→C be a sequence of complicial exact categories with weak equivalences such that
the associated sequence of triangulated categories T A→T B→T C is exact up to factors.
Then the sequence of K-theory spectra

IK(A)→ IK(B)→ IK(C)

is a homotopy fibration. In particular, there is a long exact sequence of K-groups for i ∈ Z

· · · → IKi+1(C)→ IKi(A)→ IKi(B)→ IKi(C)→ IKi−1(A)→ ···
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3.2.28 Remark

Theorem 3.2.27 is proved in [Sch06, Theorem 9] in view of the fact that for a complicial exact
category with weak equivalences (E ,w), the pair (E ,E w) is a “Frobenius pair” in the sense of
[Sch06, Definition 5] when we equip E with the Frobenius exact structure.

3.2.29 Theorem (Invariance of IK-theory under derived equivalences)

If a functor A→ B of complicial exact categories with weak equivalences induces an equiv-
alence up to factors T A→ T B of associated triangulated categories, then it induces a
homotopy equivalence of IK-theory spectra IK(A) ∼→ IK(B) and isomorphisms IKi(A)∼= IKi(B)
of IK-groups for i ∈ Z.

3.2.30 Agreement

Let E be an exact category and (Chb E ,quis) be the associated complicial exact category of
bounded chain complexes with quasi-isomorphisms as weak equivalences. There are natural
isomorphisms

IKi(Chb E ,quis)∼= IKi(E ) for i ∈ Z
between the IK-groups defined in Subsection 3.2.26 and those defined in Subsection 2.4.3.
For i > 0, this is Theorem 3.2.14. For i = 0, we have IK0(E ) = K0(Ẽ ) = K0(D b(Ẽ )) =
K0(D b(E )∼) = IK0(Chb E ,quis) by Exercise 3.1.4, Subsection 3.1.7 (c) and Proposition 3.2.22.
For i < 0, this follows from Theorem 3.2.27, from the case i = 0 above, from the fact that the
sequence E →FE → SE of Subsection 2.4.6 induces a sequence of associated triangulated
categories which is exact up to factors [Sch04, Proposition 2.6, Lemma 3.2] and from the fact
that FE has exact countable sums which implies IKi(FE ) = 0 for all i ∈ Z.

3.2.31 Example

From Example 3.1.11, we obtain a homotopy fibration of K-theory spectra

IK(HS(R))→ IK(R)→ IK(S−1R)

and an associated long exact sequence of K-groups

· · · → Ki+1(S−1R)→ Ki(HS(R))→ Ki(R)→ Ki(S−1R)→ Ki(HS(R))→ ·· ·

for i ∈ Z. Here we wrote Ki instead of IKi since all exact categories in this example as well as
their bounded derived categories are idempotent complete.

3.2.32 IK-theory of dg-categories

The IK-theory IK(C ) of a dg-category C is the IK-theory associated with the complicial exact
category C pretr with weak equivalences the homotopy equivalences, that is, those maps which
are isomorphisms in DC . By construction, IK0(C ) is K0 of the triangulated category of compact
objects in DC . Instead of C pretr, we could have also used the triangulated hull of C in the
definition of IK(C ) because both dg-categories are derived equivalent up to factors.
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By the Thomason-Waldhausen Localization Theorem 3.2.27, a sequence of dg categories
A →B→ C whose sequence DA → DB→ DC of derived categories of dg-modules is
exact induces a homotopy fibration of IK-theory spectra

IK(A )→ IK(B)→ IK(C ).

This is because the sequence T (A pretr)→T (Bpretr)→T (C pretr) of triangulated categories
whose idempotent completion is the sequence of compact objects associated with DA →
DB→ DC is exact up to factors by Neeman’s Theorem 3.4.5 (b) below.

3.2.33 Construction of the suspension SE

Let E = (E ,w) be a complicial exact category with weak equivalences. Among others, this
means that E is an exact category, and we can construct its countable envelope FE as in
Subsection 2.4.6. The complicial structure on E extends to a complicial structure on FE by
setting

A⊗ (E0 ↪→ E1 ↪→ E2 ↪→ ···) = (A⊗E0 ↪→ A⊗E1 ↪→ A⊗E2 ↪→ ···)

for A ∈ Chb(Z) and E∗ ∈FE . Call a map in FE a weak equivalence if its cone is a direct
factor of an object of F (E w). As usual, we write w for the set of weak equivalences in
FE . The pair FE = (FE ,w) defines a complicial exact category with weak equivalences.
The fully exact inclusion E →FE of exact categories of Subsection 2.4.6 defines a functor
E→FE of complicial exact categories with weak equivalences such that the induced functor
T (E)→T (FE) of associated triangulated categories is fully faithful.

Now, the suspension SE of E is the complicial exact category with weak equivalences
which has as underlying complicial exact category the countable envelope FE and as set
of weak equivalences those maps in FE which are isomorphisms in the Verdier quotient
T (FE)/T (E).

3.2.34 Remark (Suspensions of dg-categories)

If C is a dg-category, one can also define its suspension as ΣC = Σ ⊗ZC where Σ = ΣZ is the
suspension ring of Z as in Cortiñas’ lecture [Cor]. The resulting spectrum whose n-th space is
K((Σ nC )pretr) is equivalent to the spectrum IK(C ) as defined in Subsection 3.2.32. The reason
is that the sequence C → Γ ⊗C → Σ ⊗C induces a sequence of pretriangulated dg-categories
whose associated sequence of homotopy categories is exact up to factors. This follows from
[Dri04] in view of the fact that the sequence of flat dg categories Zpretr → Γ pretr → Σ pretr

induces a sequence of homotopy categories which is exact up to factors. Moreover, IK(Γ ⊗C )'
0.

Sketch of the proof of Theorem 3.2.27:

We first construct the map (15). For that, denote by E ′ ⊂FE the full subcategory of those
objects which are zero in T SE = T (FE)/T (E). The category E ′ inherits the structure
of a complicial exact category with weak equivalences from FE which we denote by E′.
By construction, the sequence E′ → FE→ SE induces an exact sequence of associated
triangulated categories, and hence, a homotopy fibration K(E′)→ K(FE)→ K(SE) of K-
theory spaces by the Thomason-Waldhausen Localization Theorem 3.2.23. Since FE has
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infinite exact sums which preserve weak equivalences, we have K(FE)' 0. Therefore, we
obtain a homotopy equivalence K(E′) '→ΩK(SE). By construction of E ′, the inclusion E ⊂ E ′

induces a cofinal triangle functor T E⊂T E′; see Appendix A.2.7. By Thomason’s Cofinality
Theorem 3.2.35 below, the map K(E)→ K(E′) induces isomorphisms on πi for i > 0 and a
monomorphism on π0.

The main step in proving Theorem 3.2.27 consists in showing that for a sequence of
complicial exact categories with weak equivalences A→ B→ C where T A→T B→T C
is exact up to factors, the suspended sequence SA→ SB→ SC induces a sequence T SA→
T SB→T SC of associated triangulated categories which is also exact up to factors. This is
proved in [Sch06, Theorem 3] for complicial exact categories with weak equivalences whose
exact structure is the Frobenius exact structure. The proof for general exact structures is mutatis
mutandis the same.

3.2.35 Theorem (Cofinality [TT90, 1.10.1, 1.9.8])

Let A→ B be a functor of complicial exact categories with weak equivalences such that
T A→T B is cofinal. Then Ki(A)→ Ki(B) is an isomorphism for i≥ 1 and a monomorphism
for i = 0.

3.3 Quillen’s fundamental theorems revisited

The results of this subsection are due to Quillen [Qui73]. However, we give proofs based
on the Thomason-Waldhausen Localization Theorem. This has the advantage that the same
results hold for other cohomology theories such as Hochschild homology, (negative, periodic,
ordinary) cyclic homology, triangular Witt-groups, hermitian K-theory etc. where the analog of
the Thomason-Waldhausen Localization Theorem also holds.

3.3.1 G-theory localization (revisited)

It is not true that every exact sequence of abelian categories induces an exact sequence of
associated bounded derived categories. For a counter example, see [Kel99, 1.15 Example (c)]
where the abelian categories are even noetherian and artinian. However, the exact sequence of
abelian categories 2.3.6 (3) which (together with Dévissage) gives rise to the G-theory fibration
2.3.7 (4) does induce an exact sequence of triangulated categories. So, at least in this case, we
can apply the Thomason-Waldhausen Localization Theorem.

3.3.2 Theorem

Let X be a noetherian scheme, j : U ⊂ X be an open subscheme and Z = X−U be the closed
complement. Then the exact sequence of abelian categories 2.3.6 (3) induces an exact sequence
of triangulated categories

D b CohZ(X)→ D b Coh(X)
j∗→ D b Coh(U).

In particular, it induces a homotopy fibration in K-theory

K CohZ(X)→ K Coh(X)
j∗→ K Coh(U).
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Proof [Kel99, 1.15 Lemma and Example b)]:

Since the sequence 2.3.6 (3) is an exact sequence of abelian categories, the functor Coh(X)→
Coh(U) is a localization by a calculus of fractions. By Subsection 3.1.7 (a), the functor
D b Coh(X)→D b Coh(U) is a localization of triangulated categories. Therefore, j∗ induces an
equivalence D b Coh(X)/D b

Z Coh(X)∼= D b Coh(U) where D b
Z Coh(X)⊂ D b Coh(X) denotes

the full triangulated subcategory of those complexes whose cohomology is supported in Z, or
equivalently, which are acyclic over U .

The functor D b CohZ(X)→ D b Coh(X) is fully faithful by an application of Subsection
3.1.7 (b). To check the hypothesis of 3.1.7 (b), let N�M be an inclusion of coherent OX -
modules with N ∈ CohZ(X). If I ⊂ OX denotes the ideal sheaf of the reduced subscheme
Zred ⊂ X associated with Z, then a coherent OX -module E has support in Z iff InE = 0 for some
n ∈ N. By the Artin-Rees Lemma [AM69, Corollary 10.10] which also works for noetherian
schemes with the same proof, there is an integer c > 0 such that N ∩ InM = In−c(N ∩ IcM)
for n ≥ c. Since N has support in Z, the same is true for N ∩ IcM, and we find N ∩ InM =
In−c(N ∩ IcM) = 0 for n large enough. For such an n, the composition N ⊂M→M/InM is
injective, and we have M/InM ∈ CohZ(X). Hence, the functor D b CohZ(X)→ D b

Z Coh(X) is
fully faithful. It is essentially surjective – hence an equivalence – since both categories are
generated as triangulated categories by CohZ(X) considered as complexes concentrated in
degree zero.

The homotopy fibration of K-theory spaces follows from the Thomason-Wald-hausen
Localization Theorem 3.2.23. �

3.3.3 Remark

The exact sequence of triangulated categories in Theorem 3.3.2 also induces a homotopy fibra-
tion of non-connective K-theory spectra IK CohZ(X)→ IK Coh(X)→ IK Coh(U) by Theorem
3.2.27. But this does not give us more information since the negative K-groups of noetherian
abelian categories such as CohZ(X), Coh(X) and Coh(U) are all trivial; see Remark 2.4.5.

3.3.4 Dévissage

The Dévissage Theorem 2.3.3 does not follow from the Thomason-Waldhausen Localization
Theorem 3.2.27 since Dévissage does not hold for Hochschild homology [Kel99, 1.11]. Yet
Theorem 3.2.27 holds when K-theory is replaced with Hochschild homology.

Recall that a noetherian scheme X is called regular if all its local rings OX ,x are regular
local rings for x ∈ X . For the definition and basic properties of regular local rings, see [AM69],
[Mat89], [Wei94].

3.3.5 Theorem (Poincaré Duality, [Qui73, §7.1])

Let X be a regular noetherian separated scheme. Then the fully exact inclusion Vect(X) ⊂
Coh(X) of vector bundles into coherent OX -modules induces an equivalence of triangulated
categories

D b Vect(X)∼= D b Coh(X).

In particular, it induces a homotopy equivalence K(X) ∼−→ G(X).
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Proof:

We show below that every coherent sheaf F on X admits a surjective map V � F of OX -
modules where V is a vector bundle. This implies that the dual of criterion 3.1.7 (b) is satisfied,
and we see that D b Vect(X)→D b Coh(X) is fully faithful. The existence of the surjection also
implies that every coherent sheaf F admits a resolution

· · · →Vi→Vi−1→ ·· · →V0→ F → 0

by vector bundles Vi. By Serre’s Theorem [Wei94, Theorem 4.4.16], [Mat89, Theorem 19.2],
for every point x ∈ X , the stalk at x of the image Ei of the map Vi→Vi−1 is a free OX ,x-module
when i = dimOX ,x. Since Ei is coherent, there is an open neighborhood Ux of x over which the
sheaf Ei is free and i = dimOX ,x. Then Ei is locally free on Ux for all i≥ dimOX ,x. Since X is
quasi-compact, finitely many of the Ux’s suffice to cover X , and we see that Ei is locally free on
X for i� 0. The argument shows that we can truncate the resolution of F at some degree i� 0,
and we obtain a finite resolution of F by vector bundles. Since D b Coh(X) is generated by
complexes concentrated in degree 0, the last statement implies that D b Vect(X)→ D b Coh(X)
is also essentially surjective, hence an equivalence. By Agreement and Invariance under derived
equivalences (Theorems 3.2.24 and 3.2.14), we have K(X)' G(X).

To see the existence of a surjection V � F , we can assume that X is connected, hence
integral. The local rings OX ,x are regular noetherian, hence UFD’s. This implies that for any
closed Z ⊂ X of pure codimension 1, there is a line bundle L and a section s : OX →L such
that Z = X −Xs where Xs is the non-vanishing locus {x ∈ X | sx : OX ,x ∼= Lx} ⊂ X of s; see
[Har77, Propositions II 6.11, 6.13]. Since any proper closed subset of X is in such a Z, the open
subsets Xs indexed by pairs (L ,s) form a basis for the topology of X where L runs through
the line bundles of X and s ∈ Γ (X ,L ).

For a ∈ F(Xs), there is an integer n ≥ 0 such that a⊗ sn ∈ Γ (Xs,F ⊗L n) extends to
a global section of F ⊗L n; see [Har77, Lemma 5.14]. This global section defines a map
L −n→ F of OX -modules such that a∈ F(Xs) is in the image of L −n(Xs)→ F(Xs). It follows
that there is a surjection

⊕
Li� F from a sum of line bundles Li to F . Since F is coherent

and X is quasi-compact, finitely many of the Li’s are sufficient to yield a surjection. �

3.3.6 Additivity (revisited)

Let E be an exact category, and let E(E ) denote the exact category of conflations in E . Objects
are conflations A� B� C in E , and maps are commutative diagrams of conflations. A
sequence of conflations is called exact if it is exact at the A, B and C-spots. We define exact
functors

λ : E → E(E ) : A 7→ (A
1
� A� 0)

ρ : E(E )→ E : (A� B�C) 7→ A

L : E(E )→ E : (A� B�C) 7→C

R : E → E(E ) : C 7→ (0�C
1
�C).

Note that λ and L are left adjoint to ρ and R. The unit and counit of adjunctions induce natural
isomorphisms id

∼=→ ρλ and LR
∼=→ id and a functorial conflation λρ� id� RL.
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3.3.7 Theorem (Additivity)

The sequence (λ ,L) of exact functors induces an exact sequence of triangulated categories

D bE → D bE(E )→ D bE .

The associated homotopy fibrations of K-theory spaces and spectra split via (ρ,R), and we
obtain homotopy equivalences

(ρ,L) : K(E(E )) ∼−→ K(E )×K(E ) and (ρ,L) : IK(E(E )) ∼−→ IK(E )× IK(E )

with inverses λ ⊕R.

Proof:

The functors ρ , λ , L and R are exact. Therefore, they induce triangle functors D bρ , D bλ ,
D bL and D bR on bounded derived categories. Moreover, D bλ and D bL are left adjoint to
D bρ and D bR. The unit and counit of adjunctions id

∼=→ D bρ ◦D bλ and D bL◦D bR
∼=→ id are

isomorphisms. The natural conflation λρ� id�RL induces a functorial distinguished triangle
D bλ ◦D bρ → id→ D bR◦D bL→ D bλ ◦D bρ[1]. By Appendix A.2.8 (c), this implies that
the sequence of triangulated categories in the theorem is exact. The statements about K-theory
follow from the Thomason-Waldhausen Localization Theorems 3.2.23 and 3.2.27. �

Proof of Additivity 2.3.11:

The exact sequence of functors E → E ′ in Theorem 2.3.11 induces an exact functor F• : E →
E(E ′). Let M : E(E ′)→ E ′ denote the functor sending a conflation (A� B�C) to B. By the
Additivity Theorem 3.3.7, the composition of the functors

E(E ′)
(ρ,L)−→ E ′×E ′

λ⊕R−→ E(E ′)

induces a map on K-theory spaces and spectra which is homotopic to the identity functor.
Therefore, the two functors

A
F•−→ E(E ′) M−→ E ′ and A

F•−→ E(E ′)
(ρ,L)−→ E ′×E ′

λ⊕R−→ E(E ′) M−→ E ′

induce homotopic maps on K-theory spaces and spectra. But these two functors are F0 and
F−1⊕F1. �

3.3.8 Proposition (Resolution revisited)

Under the hypothesis of the Resolution Theorem 2.3.12, the inclusion A ⊂B of exact categories
induces an equivalence of triangulated categories

D b(A ) '−→ D b(B).

In particular, it induces homotopy equivalences of K-theory spaces and spectra

K(A ) ∼−→ K(B) and IK(A ) ∼−→ IK(B).
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Proof:

The hypothesis 2.3.12 (a) and (b) imply that the dual of criterion 3.1.7 (b) is satisfied, and the
functor D b(A )→ D b(B) is fully faithful. Finally, the hypothesis 2.3.12 (b) implies that the
triangle functor is also essentially surjective; see Subsection 3.1.7 (d). �

3.4 Thomason’s Mayer-Vietoris principle

Any reasonable cohomology theory for schemes should come with a Mayer-Vietoris long exact
sequence for open covers. For K-theory this means that for a scheme X = U ∪V covered by
two open subschemes U and V , we should have a long exact sequence of K-groups

· · · → Ki+1(U ∩V )→ Ki(X)→ Ki(U)⊕Ki(V )→ Ki(U ∩V )→ Ki−1(X)→ ···

for i ∈ Z. Surprisingly, the existence of such an exact sequence was only proved by Thomason
[TT90] about 20 years after the introduction of higher algebraic K-theory by Quillen. Here,
the use of derived categories is essential. For a regular noetherian separated scheme X , the
exact sequence also follows from Quillen’s Localization Theorem 2.3.7 together with Poincaré
Duality 3.3.5. The purpose of this subsection is to explain the ideas that go into proving
Thomason’s Mayer-Vietoris exact sequence. Details of some proofs are given in Appendix A.3
and A.4.

If we defined IK(X) naively as the K-theory IK Vect(X) of vector bundles, we would not
have such a long exact sequence, in general. For that reason, one has to use perfect complexes
instead of vector bundles in the definition of K-theory. For a quasi-projective scheme or a
regular noetherian separated scheme, this is the same as vector bundle K-theory; see Proposition
3.4.8. Thomason proves the Mayer-Vietoris exact sequence for general quasi-compact and
quasi-separated schemes; see Remark 3.4.13. Here, we will only give definitions and proofs for
quasi-compact and separated schemes. This allows us to work with complexes of quasi-coherent
sheaves as opposed to complexes of OX -modules which have quasi-coherent cohomology. This
is easier and it is sufficient for most applications.

For the following, the reader is advised to be acquainted with the definitions and statements
in Appendix A.3. For a quasi-compact and separated scheme X , we denote by Qcoh(X) the
category of quasi-coherent sheaves on X , by D Qcoh(X) its unbounded derived category (see
Appendix A.3.1), and for a closed subset Z ⊂ X we denote by D Z Qcoh(X) the full subcategory
of D Qcoh(X) of those complexes which are acyclic when restricted to X−Z.

3.4.1 Perfect complexes

Let X be a quasi-compact and separated scheme. A complex (A,d) of quasi-coherent OX -
modules is called perfect if there is a covering X =

⋃
i∈I Ui of X by affine open subschemes

Ui ⊂ X such that the restriction of the complex (A,d)|Ui
to Ui is quasi-isomorphic to a bounded

complex of vector bundles for i ∈ I. The fact that this is independent of the chosen affine
cover follows from Appendix A.4. Let Z ⊂ X be a closed subset of X with quasi-compact
open complement X −Z. We write PerfZ(X)⊂ ChQcoh(X) for the full subcategory of perfect
complexes on X which are acyclic over X −Z. The inclusion of categories of complexes is
extension closed, and we can consider PerfZ X as a fully exact subcategory of the abelian
category ChQcoh(X). As in Subsection 3.2.3, the ordinary tensor product of chain complexes
makes (PerfZ(X),quis) into a complicial exact category with weak equivalences. It is customary
to write D PerfZ(X) for T (PerfZ(X),quis) and Perf(X) for PerfX (X).
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3.4.2 Definition

Let X be a quasi-compact and separated scheme, and let Z ⊂ X be a closed subset of X with
quasi-compact open complement X−Z. The K-theory spectrum of X with support in Z is the
IK-theory spectrum

IK(X on Z) = IK(PerfZ(X),quis)

of the complicial exact category (PerfZ(X),quis) as defined in Subsection 3.4.1. In case Z = X ,
we simply write IK(X) instead of IK(X on Z). It follows from Proposition 3.4.6 below that
the triangulated categories D PerfZ(X) are idempotent complete. Therefore, we may write
Ki(X on Z) instead of IKi(X on Z) for the K-groups of X with support in Z and i ∈ Z.

In order to be able to say anything about the K-theory of perfect complexes, we need to
understand, to a certain extend, the structure of the triangulated categories D PerfZ(X). Lemma
3.4.3 and Proposition 3.4.6 summarize what we will need to know.

3.4.3 Lemma

Let X be a quasi-compact and separated scheme and Z ⊂ X be a closed subset with quasi-
compact open complement j : U = X−Z ⊂ X.

(a) The following sequence of triangulated categories is exact

D Z Qcoh(X)→ D Qcoh(X)→ D Qcoh(U).

(b) Let g : V ⊂ X be a quasi-compact open subscheme such that Z ⊂V . Then the restriction
functor is an equivalence of triangulated categories

g∗ : D Z Qcoh(X) '−→ D Z Qcoh(V ).

Proof:

For (a), the restriction j∗ : D Qcoh(X)→ D Qcoh(U) has a right adjoint R j∗ : D Qcoh(U)→
D Qcoh(X) which for E ∈D Qcoh(U) is R j∗E = j∗I where E ∼→ I is a K -injective resolution
of E. The counit of adjunction j∗R j∗ → 1 is an isomorphism in D Qcoh(U) since for E ∈
D Qcoh(U) it is j∗R j∗E = j∗ j∗I

∼=→ I ∼← E. The claim now follows from general facts about
triangulated categories; see Exercise A.2.8 (a).

For (b), note that the functor Rg∗ : D Qcoh(V )→ D Qcoh(X) sends D Z Qcoh(V ) into
D Z Qcoh(X). This follows from the Base-Change Lemma A.3.7 since for a complex E ∈
D Z Qcoh(V ), the lemma says (Rg∗E)|X−Z = Rḡ∗(E|V−Z) = 0 where ḡ : V −Z ⊂ X −Z. The
unit and counit of adjunction 1→ Rg∗ ◦g∗ and g∗Rg∗→ 1 are isomorphisms in the triangulated
category of complexes supported in Z because for such complexes this statement only needs to
check when restricted to V where it trivially holds since Z ⊂V . �

The reason why Lemma 3.4.3 is so useful lies in the theory of compactly generated
triangulated categories and the fact that the categories D Z Qcoh(X) are indeed compactly
generated when X and X−Z are quasi-compact and separated. See 3.4.6 below.
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3.4.4 Compactly generated triangulated categories

References are [Nee96] and [Nee92]. Let A be a triangulated category in which all set indexed
direct sums exist. An object A of A is called compact if the canonical map⊕

i∈I
Hom(A,Ei)→ Hom(A,

⊕
i∈I

Ei)

is an isomorphism for any set of objects Ei in A and i ∈ I. Let A c ⊂A be the full subcategory
of compact objects. It is easy to see that A c is an idempotent complete triangulated subcategory
of A .

A set S of compact objects is said to generate A , or A is compactly generated (by S), if
for every object E ∈A we have

Hom(A,E) = 0 ∀A ∈ S =⇒ E = 0.

3.4.5 Theorem (Neeman [Nee92])

(a) Let A be a compactly generated triangulated category with generating set S of compact
objects. Then A c is the smallest idempotent complete triangulated subcategory of A
containing S.

(b) Let R be a compactly generated triangulated category, S0⊂Rc be a set of compact objects
closed under taking shifts. Let S ⊂R be the smallest full triangulated subcategory closed
under formation of coproducts in R which contains the set S0. Then S and R/S are
compactly generated triangulated categories with generating sets S0 and the image of Rc

in R/S . Moreover, the functor Rc/S c→R/S induces an equivalence between the
idempotent completion of Rc/S c and the category of compact objects in R/S .

The following proposition will be proved in Appendix A.4.

3.4.6 Proposition

Let X be a quasi-compact and separated scheme, and let Z ⊂ X be a closed subset with
quasi-compact open complement U = X −Z. Then the triangulated category DZ Qcoh(X) is
compactly generated with category of compact objects the derived category of perfect complexes
D PerfZ(X).

In many interesting cases, the K-theory of perfect complexes is equivalent to the K-theory
of vector bundles. This is the case for quasi-projective schemes and for regular noetherian
separated schemes both of which are examples of schemes with an ample family of line bundles.

3.4.7 Schemes with an ample family of line bundles

A quasi-compact scheme X has an ample family of line bundles if there is a finite set L1, ...,Ln
of line bundles with global sections si ∈ Γ (X ,Li) such that the non-vanishing loci Xsi = {x ∈
X | si(x) 6= 0} form an open affine cover of X . See [TT90, Definition 2.1], [SGA71, II 2.2.4].

Any quasi-compact open (or closed) subscheme of a scheme with an ample family of line
bundles has itself an ample family of line bundles, namely the restriction of the ample family to
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the open (or closed) subscheme. Any scheme which is quasi-projective over an affine scheme
has an ample line-bundle. A fortiori it has an ample family of line-bundles. Every separated
regular noetherian scheme has an ample family of line bundles. This was shown in the proof
of Poincaré Duality 3.3.5. For more on schemes with an ample family of line-bundles, see
[Bor63], [SGA71], [TT90, 2.1.2] and Appendix A.4.2

3.4.8 Proposition [TT90, Corollary 3.9]

Let X be a quasi-compact and separated scheme which has an ample family of line bundles. Then
the inclusion of bounded complexes of vector bundles into perfect complexes Chb Vect(X)⊂
Perf(X) induces an equivalence of triangulated categories D b Vect(X)∼= D Perf(X). In partic-
ular,

IK Vect(X)' IK(X).

Proof (see also Appendix A.4.7 (a)):

Since X has an ample family of line bundles, every quasi-coherent sheaf F on X admits a
surjective map

⊕
Li→ F from a direct sum of line bundles to F . The argument is the same as

in the last paragraph in the proof of Theorem 3.3.5. This implies that the dual of criterion 3.1.7
(b) is satisfied, and we have fully faithful functors D b Vect(X)⊂ D b Qcoh(X)⊂ D Qcoh(X).
This also implies that the compact objects Vect(X) generate D Qcoh(X) as a triangulated
category with infinite sums. Since D b Vect(X) is idempotent complete [BS01], the functor
D b Vect(X)→ D Perf(X) is an equivalence by Theorem 3.4.5 (a) and Proposition 3.4.6. �

3.4.9 Theorem (Localization)

Let X be a quasi-compact and separated scheme. Let U ⊂ X be a quasi-compact open sub-
scheme with closed complement Z = X−U. Then there is a homotopy fibration of IK-theory
spectra

IK(X on Z)−→ IK(X)−→ IK(U).

In particular, there is a long exact sequence of K-groups for i ∈ Z

· · · → Ki+1(U)→ Ki(X on Z)→ Ki(X)→ Ki(U)→ Ki−1(X on Z)→ ·· ·

Proof:

In view of the Thomason-Waldhausen Localization Theorem 3.2.27, we have to show that the
sequence of complicial exact categories with weak equivalences

(PerfZ(X),quis)→ (Perf(X),quis)→ (Perf(U),quis)

induces a sequence of associated triangulated categories

D PerfZ(X)→ D Perf(X)→ D Perf(U) (16)

which is exact up to factors. By Proposition 3.4.6, the sequence (16) is the sequence of categories
of compact objects associated with the exact sequence of triangulated categories in Lemma
3.4.3 (a). The claim now follows from Neeman’s Theorem 3.4.5 (b). �
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3.4.10 Theorem (Zariski excision)

Let j : V ⊂ X be a quasi-compact open subscheme of a quasi-compact and separated scheme
X. Let Z ⊂ X be a closed subset with quasi-compact open complement such that Z ⊂V . Then
restriction of quasi-coherent sheaves induces a homotopy equivalence of IK-theory spectra

IK(X on Z) ∼−→ IK(V on Z).

In particular, there are isomorphisms of K-groups for all i ∈ Z

Ki(X on Z)
∼=−→ Ki(V on Z).

Proof:

By the Invariance Of K-theory Under Derived Equivalences Theorem 3.2.29, it suffices to show
that the functor of complicial exact categories with weak equivalences

(PerfZ(X),quis)→ (PerfZ(V ),quis)

induces an equivalence of associated triangulated categories. This follows from Lemma 3.4.3
(b) in view of Proposition 3.4.6. �

3.4.11 Remark

There is a more general excision result where open immersions are replaced with flat maps
[TT90, Theorem 7.1]. It is also a consequence of an equivalence of triangulated categories.

3.4.12 Theorem (Mayer-Vietoris for open covers)

Let X = U ∪V be a quasi-compact and separated scheme which is covered by two open quasi-
compact subschemes U and V . Then restriction of quasi-coherent sheaves induces a homotopy
cartesian square of IK-theory spectra

IK(X) //

��

IK(U)

��
IK(V ) // IK(U ∩V ).

In particular, we obtain a long exact sequence of K-groups for i ∈ Z

· · · → Ki+1(U ∩V )→ Ki(X)→ Ki(U)⊕Ki(V )→ Ki(U ∩V )→ Ki−1(X)→ ···

Proof:

By the Localization Theorem 3.4.9, the horizontal homotopy fibres of the square are IK(X on Z)
and IK(V on Z) with Z = X −U = U −U ∩V ⊂V . The claim follows from Zariski-excision
3.4.10. �
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3.4.13 Remark (separated versus quasi-separated)

Thomason proves Theorems 3.4.9, 3.4.10 and 3.4.12 for quasi-compact and quasi-separated
schemes. A scheme X is quasi-separated if the intersection of any two quasi-compact open
subsets of X is quasi-compact. For instance, any scheme whose underlying topological space is
noetherian is quasi-separated. Of course, every separated scheme is quasi-separated.

In the generality of quasi-compact and quasi-separated schemes X one has to work with
perfect complexes of OX -modules rather than with perfect complexes of quasi-coherent sheaves.
The reason is that the Base-Change Lemma A.3.7 – which is used at several places in the
proofs of Lemma 3.4.3 (b) and Proposition 3.4.6 – does not hold for D Qcoh(X) when X is
quasi-compact and quasi-separated, in general.

Verdier gives a counter example in [SGA71, II Appendice I]. He constructs a quasi-compact
and quasi-separated scheme Z (whose underlying topological space is even noetherian), a
covering Z = U ∪V of Z by open affine subschemes j : U = SpecA ↪→ Z and V , and an
injective A-module I such that for its associated sheaf Ĩ on U , the natural map

j∗ Ĩ = R jQcoh∗ Ĩ
�
−→ R jMod∗ Ĩ (17)

is not a quasi- isomorphism where jQcoh∗ and jMod∗ are j∗ on the category of quasi-coherent
modules and OZ-modules, respectively. If R jQcoh∗ did satisfy the Base-Change Lemma, then
the map (17) would be a quasi- isomorphism on U and V hence a quasi- isomorphism on Z,
contradicting (17). Verdier also shows that for this scheme, the forgetful functor

D Qcoh(Z)→ D qc(OZ -Mod)

from the derived category of quasi-coherent modules to the derived category of complexes of
OZ-modules with quasi-coherent cohomology is not fully faithful. In particular, it is not an
equivalence contrary to the situation when Z is quasi-compact and separated [BN93, Corollary
5.5], [ATJLL97, Proposition 1.3].

3.5 Projective Bundle Theorem and regular blow-ups

We will illustrate the use of triangulated categories in the calculation of higher algebraic K-
groups with two more examples: in the proof of the Projective Bundle Formula 3.5.1 and in
the (sketch of the) proof of the Blow-up Formula 3.5.4. There is, of course, much more to say
about triangulated categories in K-theory. For instance, Example 3.1.11 has been generalized
in [NR04] to stably flat non-commutative Cohn localizations R→ S−1R from which one
can derive Waldhausen’s calculations in [Wal78]; see [Ran06]. As another example, Swan’s
calculation of the K-theory of a smooth quadric hypersurface Q⊂ Pn

k [Swa85] can be derived
from Kapranov’s description of D Perf(Q) given in [Kap88]. For certain homogeneous spaces,
see [Kap88] [Kuz08], [Sam07]. After all, any statement about the structure of triangulated
categories translates into a statement about higher algebraic K-groups via the Thomason-
Waldhausen Localization Theorem 3.2.27.

3.5.1 Theorem (Projective Bundle Theorem [Qui73, §8 Theorem 2.1])

Let X be a quasi-compact and separated scheme, and let E → X be a geometric vector bundle
over X of rank n+1. Let p : PE → X be the associated projective bundle with twisting sheaf
OE (1). Then we have an equivalence
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n

∏
l=0

OE (−l)⊗Lp∗ :
n

∏
l=0

IK(X) ∼−→ IK(PE ).

For the proof we will need the following useful lemma which is a special case of Proposition
A.4.7 (a).

3.5.2 Lemma

Let X be a scheme with an ample line-bundle L. Then the category D b Vect(X) is generated –
as an idempotent complete triangulated category – by the set L⊗k of line-bundles for k < 0.

Proof of the Projective Bundle Theorem 3.5.1:

By the Mayer-Vietoris Theorem 3.4.12, the question is local in X . Therefore, we may assume
that X = SpecA is affine and that p : PE → X is the canonical projection Proj(A[T0, ...,Tn]) =
Pn
A

p→ SpecA. In this case, X and PE have an ample line-bundle A and O(1), and their derived
categories of perfect complexes agree with the bounded derived categories of vector bundles
by Proposition 3.4.8. Since the twisting sheaf O(1) is ample, we can apply Lemma 3.5.2, and
we see that the triangulated category D Vect(Pn) is generated – as an idempotent complete
triangulated category – by the family of line bundles {OPn(−l)| l≥ 0}. Consider the polynomial
ring S = A[T0, ...,Tn] as a graded ring with degTi = 1. The sequence T0, ...,Tn is a regular

sequence in S. Therefore, the Koszul complex
⊗n

i=0( S(−1) Ti→ S ) induces an exact sequence
of graded S-modules

0→ S(−n−1)→
n+1⊕

1
S(−n)→

(n+1
2 )⊕
1

S(−n+1)→ ··· →
n+1⊕

1
S(−1)→ S→ A→ 0.

Taking associated sheaves, we obtain an exact sequence of vector bundles on Pn
A

0→ O(−n−1)→
n+1⊕

1
O(−n)→

(n+1
2 )⊕
1

O(−n+1)→ ··· →
n+1⊕

1
O(−1)→ OPn → 0.

This shows that D b Vect(Pn
A ) is generated as an idempotent complete triangulated category

by O(−n), ...,O(−1),OPn . For i≤ j, let D b
[i, j] ⊂ D b Vect(Pn) be the full idempotent complete

triangulated subcategory generated by O(l) where i≤ l ≤ j. We have a filtration

0⊂ D b
[0,0] ⊂ D b

[−1,0] ⊂ ...⊂ D b
[−n,0] = D b Vect(Pn).

The unit of adjunction F → Rp∗Lp∗F is a quasi-isomorphism for F = A because A→
H0(Rp∗Lp∗A) = H0(Rp∗OPn) = H0(Pn,OPn) is an isomorphism and H i(Pn,OPn) = 0 for
i 6= 0 [Gro61, Proposition III 2.1.12]. Since D b Proj(A) is generated as an idempotent complete
triangulated category by A, we see that the unit of adjunction F → Rp∗Lp∗F is a quasi-
isomorphism for all F ∈ D b Proj(A). This implies that Lp∗ = p∗ : D b Proj(A)→ D b Vect(Pn)
is fully faithful and, hence, an equivalence onto its image D b

[0,0]. Since O(l) is an invertible

sheaf, we obtain equivalences O(−l)⊗Lp∗ : D b Proj(A)→ D b
[−l,−l].
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By the calculation of the cohomology of the projective space Pn
A (loc.cit.), we have

H∗(Pn
A ,O(−k)) = 0 for k = 1, ...,n. Therefore, the homomorphism sets in D b Vect(Pn

A ) satisfy

Hom(O(− j)[r],O(−l)[s]) = Hs−r(Pn
A ,O(−l + j)) = 0

for 0≤ j < l ≤ n. This implies that the composition

D b
[−l,−l] ⊂ D b

[−l,0]→ D b
[−l,0]/D b

[−l+1,0]

is an equivalence; see Exercise A.2.8 (b).
To finish the proof, we simply translate the statements about triangulated categories above

into statements about K-theory. For i ≤ j, let Chb
[i, j] ⊂ Chb Vect(Pn) be the full subcategory

of those chain complexes which lie in D b
[i, j]. Write w for the set of maps in Chb

[−l,0] which

are isomorphisms in the quotient triangulated category D b
[−l,0]/D b

[−l+1,0]. By construction, the
sequence

(Chb
[−l+1,0],quis)→ (Chb

[−l,0],quis)→ (Chb
[−l,0],w) (18)

induces an exact sequence of associated triangulated categories, and by Theorem 3.2.27, it
induces a homotopy fibration in IK-theory for l = 1, ...,n. We have seen that the composition

O(−l)⊗ p∗ : (Chb Proj(A),quis)→ (Chb
[−l,0],quis)→ (Chb

[−l,0],w)

induces an equivalence of associated triangulated categories. By Theorem 3.2.29, the composi-
tion induces an equivalence in IK-theory. It follows that the IK-theory fibration associated with
(18) splits, and we obtain a homotopy equivalence

(O(−l)⊗ p∗,1) : IK(A)× IK(Chb
[−l+1,0],quis) ∼−→ IK(Chb

[−l,0],quis)

for l = 1, ...,n. Since Chb
[−n,0] = Chb Vect(Pn

A ), this implies the theorem. �

3.5.3 Theorem (Bass’ Fundamental Theorem)

Let X be a quasi-compact and separated scheme. Then there is a split exact sequence for all
n ∈ Z

0→ IKn(X)→ IKn(X [T ])⊕ IKn(X [T−1])→ IKn(X [T,T−1])→ IKn−1(X)→ 0.

Proof:

The projective line P1
X over X has a standard open covering given by X [T ] and X [T−1] with

intersection X [T,T−1]. Thomason’s Mayer-Vietoris Theorem 3.4.12 applied to this covering
yields a long exact sequence

→ IKn(P1
X )

β→ IKn(X [T ])⊕ IKn(X [T−1])→ IKn(X [T,T−1])→ IKn−1(P1
X )→

By the Projective Bundle Theorem 3.5.1, the group IKn(P1
X ) is IKn(X)⊕ IKn(X) with basis

[OP1 ] and [OP1(−1)]. Making a base-change, we can write IKn(P1
X ) as IKn(X)⊕ IKn(X) with

basis [OP1 ] and [OP1 ]− [OP1(−1)]. Since on X [T ] and on X [T−1] the two line-bundles OP1

and OP1(−1) are isomorphic, the map β in the long Mayer-Vietoris exact sequence above is



196 Marco Schlichting

trivial on the direct summand K(X) corresponding to the base element [OP1 ]− [OP1(−1)]. The
map β is split injective on the other summand K(X) corresponding to the base element [OP1 ].
Therefore, the long Mayer-Vietoris exact sequence breaks up into shorter exact sequences. These
are the exact sequences in the theorem. The splitting of the map IKn(X [T,T−1])→ IKn−1(X) is
given by the cup product with the element [T ] ∈ K1(Z[T,T−1]). �

The following theorem is due to Thomason [Tho93]. For the (sketch of the) proof given
below, we follow [CHSW08, §1].

3.5.4 Theorem (Blow-up Formula)

Let i : Y ⊂ X be a regular embedding of pure codimension d with X quasi-compact and
separated. Let p : X ′→ X be the blow-up of X along Y and j : Y ′ ⊂ X ′ the exceptional divisor.
Write q : Y ′→ Y for the induced map. Then the square of IK-theory spectra

IK(X) Li∗ //

Lp∗

��

IK(Y )

Lq∗

��
IK(X ′)

L j∗
// IK(Y ′)

is homotopy cartesian. Moreover, there is a homotopy equivalence

IK(X ′)' IK(X)×
d−1

∏
1

IK(Y ).

Proof (sketch):

To simplify the argument, we note that the question as to whether the square of IK-theory
spectra is homotopy cartesian is local in X by Thomason’s Mayer-Vietoris Theorem 3.4.12.
Therefore, we can assume that X = SpecA and Y = SpecA/I are affine and that I ⊂ A is an
ideal generated by a regular sequence x1, ...,xd of length d. In this case, all schemes X , X ′,
Y , Y ′ have an ample line-bundle. By Proposition 3.4.8, the K-theory of perfect complexes on
X , X ′, Y , Y ′ agrees with the vector bundle K-theory on those schemes. Furthermore, the map
Y ′→ Y is the canonical projection Pd−1

Y → Y .
Let S =

⊕
i≥0 In. Then we have X ′ = ProjS and Y ′ = ProjS/IS. The exact sequence

0→ IS = S(1)→ S→ S/IS→ 0 of graded S-modules induces an exact sequence of sheaves 0→
OX ′(1)→ OX ′ → j∗OY ′ → 0 on X ′ and an associated distinguished triangle OX ′(1)→ OX ′ →
R j∗OY ′ → OX ′(1)[1] in D b Vect(X ′). Restricted to Y ′, this triangle becomes the following
distinguished triangle: OY ′(1)→ OY ′ → j∗R j∗OY ′ → OY ′(1)[1]. Since OY ′(1)→ OY ′ is the
zero map (as Y ′ = Pd−1

Y ), we have an isomorphism j∗R j∗OY ′ ∼= OY ′⊕OY ′(1)[1] in D b Vect(Y ′).
This shows that L j∗ respects the filtration of triangulated subcategories

D 0
X ′ ⊂

L j∗

��

D 1
X ′ ⊂

L j∗

��

· · · ⊂ D d−1
X ′

=

L j∗

��

D b Vect(X ′)

D 0
Y ′ ⊂ D 1

Y ′ ⊂ · · · ⊂ D d−1
Y ′

= D b Vect(Y ′)
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defined by setting D l
X ′ and D l

Y ′ to be the full idempotent complete triangulated subcategories
of D b Vect(X ′) and D b Vect(Y ′) generated by OX ′ and the complexes OX ′(−k)⊗R j∗OY ′ for
k = 1, ..., l in the first case, and by OY ′(−k) for k = 0, ..., l in the second case. The fact that
D d−1

Y ′ = D b Vect(Y ′) was shown in the proof of Theorem 3.5.1. A similar argument – using the
ampleness of OX ′(1) and the Koszul complex associated with the regular sequence x1, ...,xd ∈ S
– shows that we have D d−1

X ′ = D b Vect(X ′). One checks that, on associated graded pieces, L j∗

induces equivalences of triangulated categories for l = 1, ...,d−1

L j∗ : Dl
X ′/Dl−1

X ′
'−→ Dl

Y ′/Dl−1
Y ′ . (19)

A cohomology calculation shows that the units of adjunction E→ Rp∗Lp∗E and F→ Rq∗Lq∗F
are isomorphisms for E = OX and F = OY . Since X and Y are affine, the triangulated categories
D b Vect(X) and D b Vect(Y ) are generated (up to idempotent completion) by OX and OY .
Therefore, the units of adjunction E→ Rp∗Lp∗E and F → Rq∗Lq∗F are isomorphisms for all
E ∈ D b Vect(X) and F ∈ D b Vect(Y ). It follows that Lp∗ and Lq∗ are fully faithful and induce
equivalences onto their images

Lp∗ : D b Vect(X) '−→ D 0
X ′ and Lq∗ : D b Vect(Y ) '−→ D 0

Y ′ . (20)

This finishes the triangulated category background.
In order to prove the IK-theory statement, define categories Chl

X ′ ⊂ Chb Vect(X ′) and
Chl

Y ′ ⊂ Chb Vect(Y ′) as the fully exact complicial subcategories of those complexes which
lie in D l

X ′ and D l
Y ′ , respectively. Then T (Chl

X ′ ,quis) = D l
X ′ and T (Chl

Y ′ ,quis) = D l
Y ′ . The

functor j∗ respects the filtration of exact categories with weak equivalences

(Ch0
X ′ ,quis) ⊂

j∗

��

(Ch1
X ′ ,quis) ⊂

j∗

��

... ⊂ (Chd−1
X ′ ,quis)

j∗

��
(Ch0

Y ′ ,quis) ⊂ (Ch1
Y ′ ,quis) ⊂ ... ⊂ (Chd−1

Y ′ ,quis).

(21)

If we denote by quisl the set of maps in Chl which are isomorphisms in D l/D l−1, then
T (Chl ,quisl) = D l/D l−1. By the Theorem on Invariance Of IK-theory Under Derived
Equivalences 3.2.29, the equivalence (19) yields an equivalence of IK-theory spectra j∗ :
IK(Chl

X ′ ,quisl) '−→ IK(Chl
Y ′ ,quisl) for l = 1, ...,d−1. The sequence (Chl−1,quis)→ (Chl ,quis)→

(Chl ,quisl) induces a homotopy fibration of IK-theory spectra by the Thomason-Waldhausen
Localization Theorem 3.2.27. Therefore, all individual squares in (21) induce homotopy carte-
sian squares of IK-theory spectra. As a composition of homotopy cartesian squares, the outer
square also induces a homotopy cartesian squares of IK-theory spectra. By (20), the outer square
of (21) yields the IK-theory square in the theorem.

The formula for IK(X ′) in terms of IK(X) and IK(Y ) follows from the fact that Lp∗ :
IK(X)→ IK(X ′) is split injective with retraction given by Rp∗ and the fact that the cofibre of
Lp∗ is the cofibre of Lq∗ : IK(Y )→ IK(Y ′) which is given by the Projective Bundle Theorem
3.5.1. �
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4 Beyond triangulated categories

4.1 Statement of results

Of course, not all results in algebraic K-theory can be obtained using triangulated category
methods. In this subsection we simply state some of these results. For more overviews on a
variety of topics in K-theory, we refer the reader to the K-theory handbook [FG05].

4.1.1 Brown-Gersten-Quillen spectral sequence [Qui73]

Let X be a noetherian scheme, and write X p ⊂ X for the set of points of codimension p in X .
There is a filtration 0 ⊂ ... ⊂ Coh2(X) ⊂ Coh1(X) ⊂ Coh0(X) = Coh(X) of Coh(X) by the
Serre abelian subcategories Cohi(X)⊂ Coh(X) of those coherent sheaves whose support has
codimension ≥ i. This filtration together with Quillen’s Localization and Dévissage Theorems
leads to the Brown-Gersten-Quillen (BGQ) spectral sequence

E p,q
1 =

⊕
x∈X p

K−p−q(k(x))⇒ G−p−q(X).

If X is regular and of finite type over a field, inspection of the differential d1 yields an
isomorphism

E p,−p
2

∼= CHp(X)

where CHp(X) is the Chow-group of codimension p cycles modulo rational equivalence as
defined in [Ful98].

4.1.2 Gersten’s conjecture and Bloch’s formula

The Brown-Gersten-Quillen spectral sequence yields a complex

0→ Gn(X)→
⊕
x∈X0

Kn(k(x))
d1→
⊕
x∈X1

Kn−1(k(x))
d1→ ·· ·

The Gersten conjecture says that this complex is exact for X = SpecR where R is a regular local
noetherian ring. The conjecture is proved in case R (is regular local noetherian and) contains a
field [Pan03] building on the geometric case proved in [Qui73]. For other examples of rings
satisfying the Gersten conjecture, see [She82]. For K-theory with finite coefficients, Gersten’s
conjecture holds for the local rings of a smooth variety over a discrete valuation ring [GL00].

As a corollary, Quillen [Qui73] obtains for a regular scheme X of finite type over a field a
calculation of the E2-term of the BGQ-spectral sequence as E p,q

2
∼= H p

Zar(X ,K−q,X ), and he
obtains Bloch’s formula

CHp(X)∼= H p
Zar(X ,Kp,X )

where Kp,X denotes the Zariski sheaf associated with the presheaf U 7→ Kp(U).

4.1.3 Computation of K(Fq)

Quillen computed the K-groups of finite fields in [Qui72]. They are given by the formulas
K0(Fq)∼= Z, K2n(Fq) = 0 for n > 0 and K2n−1(Fq)∼= Z/(qn−1)Z for n > 0.
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4.1.4 The motivic spectral sequence

Let X be a smooth scheme over a perfect field. Then there is a spectral sequence [FS02],
[Lev08]

E p,q
2 = H p−q

mot (X ,Z(−q))⇒ K−p−q(X)

where H p
mot(X ,Z(q)) denotes the motivic cohomology of X as defined in [VSF00], [MVW06].

It is proved in loc.cit. that this group is isomorphic to Bloch’s higher Chow group CHq(X ,2q−
p) as defined in [Blo86]. Rationally, the spectral sequence collapses and yields an isomorphism
[Blo86], [Lev94]

Kn(X)Q ∼=
⊕

i
CHi(X ,n)Q.

4.1.5 Milnor K-theory and the Bloch-Kato conjecture

Let F be a commutative field. The Milnor K-theory KM
∗ (F) of F is the graded ring generated

in degree 1 by symbols {a} for a ∈ F× a unit in F , modulo the relations {ab} = {a}+{b}
and {c} · {1− c} = 0 for c 6= 1. One easily computes KM

0 (F) = Z and KM
1 (F) = F×. Since

K1(F) = F×, since Quillen’s K-groups define a graded ring K∗(F) which is commutative in
the graded sense, and since the Steinberg relation {c} ·{1−c}= 0 holds in K2(F), we obtain a
morphism KM

∗ (F)→ K∗(F) of graded rings extending the isomorphisms in degrees 0 and 1
above. Matsumoto’s Theorem says that this map is also an isomorphism in degree 2, that is, the
map KM

2 (F)→ K2(F) is an isomorphism; see [Mil71].
In a similarly way, the ring structure on motivic cohomology yields a map

KM
n (F)→ Hn

mot(F,Z(n))

from Milnor K-theory to motivic cohomology. This map is an isomorphism for all n ∈ N and
any field F by results of Nesterenko-Suslin [NS89] and Totaro [Tot92].

Let m = pν be a prime power with p different from the characteristic of F , and let Fs be a
separable closure of F . Then we have an exact sequence of Galois modules 1→ µm→ F×s

m→
F×s → 1 where µm denotes the group of m-th roots of unity. The first boundary map in the
associated long exact sequence of étale cohomology groups induces a map F×→ H1

et(F,µm).
Using the multiplicative structure of étale cohomology, this map extends to a map of graded
rings KM

∗ (F)→ H∗et(F,µ⊗∗m ) which induces the “norm residue homomorphism”

KM
n (F)/m→ Hn

et(F,µ
⊗n
m ).

The Bloch-Kato conjecture [BK86] for the prime p says that this map is an isomorphism for all
n. The conjecture for m = 2ν was proved by Voevodsky [Voe03], and proofs for m = pν odd
have been announced by Rost and Voevodsky.

As a consequence of the Bloch-Kato conjecture, Suslin and Voevodsky show in [SV00]
(see also [GL01]) that the natural map from motivic cohomology with finite coefficients to
étale cohomology is an isomorphism in a certain range:

H i
mot(X ,Z/m( j))

∼=−→ H i
et(X ,µ

⊗ j
m ) for i≤ j and m = pν (22)

where X is a smooth scheme over a field F of characteristic 6= p. For i = j +1, this map is still
injective. If charF = p, Geisser and Levine show in [GL00] that

H i
mot(F,Z/pν ( j)) = 0 for i 6= j and KM

n (F)/pν ∼= Kn(F,Z/pν ).
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4.1.6 Quillen-Lichtenbaum

The Bloch-Kato conjecture implies the Quillen-Lich-tenbaum conjecture. Let X be a smooth
quasi-projective scheme over the complex numbers C. A comparison of the motivic spectral
sequence 4.1.4 with the Atiyah-Hirzebruch spectral sequence converging to complex topolog-
ical K-theory using the isomorphisms (22) and Grothendieck’s isomorphism between étale
cohomology with finite coefficients and singular cohomology implies an isomorphism

Kalg
n (X ,Z/m)

∼=−→ Ktop
n (XC,Z/m) for n≥ dimX−1

between the algebraic K-theory with finite coefficients of X and the topological complex
K-theory of the analytic topological space XC of complex points associated with X ; see for
instance [PW00, Theorem 4.1]. For schemes over fields F other than the complex numbers,
there is an analogous isomorphism where topological K-theory is replaced with étale K-theory
and dimX with cdmX provided charF - m; see for instance [Lev99, Corollary 13.3].

4.1.7 Computation of K(Z)

Modulo the Bloch-Kato conjecture for odd primes (which is announced as proven by Rost
and Voevodsky) and the Vandiver conjecture, the K-groups of Z for n≥ 2 are given as follows
[Wei05], [Kur92], [Mit97]

n mod 8 1 2 3 4 5 6 7 0

Kn(Z) Z⊕Z/2 Z/2ck Z/2w2k 0 Z Z/ck Z/w2k 0

where k is the integer part of 1 + n
4 , and the numbers ck and w2k are the numerator and

denominator of Bk
4k with Bk the k-th Bernoulli number. The Bk’s are the coefficients of the power

series
t

et −1
= 1− t

2
+

∞

∑
k=1

(−1)k+1Bk
t2k

(2k)!

The Vandiver is still wide open, though it seems to be hard to come by a counter example;
see [Was82, Remark on p. 159] for a discussion of the probability for finding such a counter
example. The Vandiver conjecture is only used in the calculation of K2m(Z). It is in fact
equivalent to K4m(Z) = 0 for all m > 0. In contrast, the calculation of K2m+1(Z) is independent
of the Vandiver conjecture but it does use the Bloch-Kato conjecture.

4.1.8 Cdh descent [CHSW08]

The following is due to Häsemeyer [Hae04]. Let k be a field of characteristic 0, and write Schk
for the category of separated schemes of finite type over k. Let F be a contravariant functor
from Schk to the category of spectra (or chain complexes of abelian groups). Let Y → X ← X ′

be maps of schemes in Schk and Y ′ = Y ×X X ′ be the fibre product. Consider the following
square of spectra (or chain complexes)

F(X)

��

// F(Y )

��
F(X ′) // F(Y ′)

(23)
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obtained by functoriality of F . Suppose that F satisfies the following.

(a) Nisnevich Descent. Let f : X ′ → X be an étale map and Y → X be an open immersion.
Assume that f induces an isomorphism f : (X ′−Y ′)red ∼= (X −Y )red . Then the square
(23) is homotopy cartesian.

(b) Invariance under nilpotent extensions. The map Xred → X induces an equivalence F(X)'
F(Xred).

(c) Excision for ideals. Let f : R→ S be a map of commutative rings, I ⊂ R be an ideal
such that f : I→ f (I) is an isomorphism and f (I) is an ideal in S. Consider X = SpecR,
Y = SpecR/I, X ′ = SpecS, Y ′ = SpecS/ f (I) and the induced maps between them. Then
(23) is homotopy cartesian.

(d) Excision for blow-ups along regularly embedded centers. Let Y ⊂ X be a regular embed-
ding of pure codimension. A closed immersion is regular of pure codimension d if, locally,
its ideal sheaf is generated by a regular sequence of length d. Let X ′ be the blow-up of X
along Y and Y ′ ⊂ X ′ be the exceptional divisor. Then (23) is homotopy cartesian.

If a functor F satisfies (a) – (d), then the square (23) is homotopy cartesian for any abstract
blow-up square in Schk. A fibre square of schemes as above is called abstract blow-up if Y ⊂ X
is a closed immersion, X ′→ X is proper and X ′−Y ′→ X−Y is an isomorphism.

A functor F is said to satisfy cdh-descent if it satisfies Nisnevich descent (see (a) above)
and if it sends abstract blow-up squares to homotopy cartesian squares. Thus, a functor for
which (a) – (d) hold satisfies cdh-descent for separated schemes of finite type over a field of
characteristic 0.

Example (Infinitesimal K-theory [CHSW08])

By Remark 3.4.11, Theorems 3.2.27 and 3.5.4, IK-theory satisfies (a) and (d). But neither (b)
nor (c) hold for IK-theory. The same is true for cyclic homology and its variants since (a) and
(d) are formal consequences of the Localization Theorem 3.2.27. Therefore, the homotopy fibre
Kin f of the Chern character IK→ HN from IK-theory to negative cyclic homology satisfies (a)
and (d). By a theorem of Goodwillie [Goo86], Kin f satisfies (b), and by a theorem of Cortiñas
[Cor06], Kin f satisfies (c). Therefore, infinitesimal K-theory Kin f satisfies cdh-descent in
characteristic 0.

This was used in [CHSW08] to prove that Ki(X) = 0 for i <−d when X is a d-dimensional
scheme essentially of finite type over a field of characteristic 0. Moreover, we have K−d(X) =
Hd

cdh(X ,Z).

Examples

Cdh-descent in characteristic 0 also holds for homotopy K-theory KH [Hae04], periodic cyclic
homology HP [CHSW08] and stabilized Witt groups [Schb].

4.1.9 Homotopy invariance and Vorst’s conjecture

Recall from Subsection 2.3.10 that algebraic K-theory is homotopy invariant for regular rings.
More precisely, if R is a commutative regular noetherian ring, then the inclusion of constant
polynomials R→ R[T1, ...,Tn] induces for all i ∈ Z an isomorphism on K-groups

Ki(R)
∼=−→ Ki(R[T1, ...,Tn). (24)
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In fact, the converse – a (special case of a) conjecture of Vorst [Vor79]– is true in the following
sense [CHW08]. Let R be (a localization of) a ring of finite finite type over a field of character-
istic zero. If the map (24) is an isomorphism for all n ∈ N and all i ∈ Z (in fact i = 1+dimR
suffices), then R is a regular ring.

A Appendix

A.1 Background from topology

In this appendix we recall the definition of a simplicial set and of a classifying space of a
category. Details can be found for instance in [FP90], [GJ99], [May67], [Wei94]. We also recall
in Appendix A.1.7 the definition of a homotopy fibration and in Appendix A.1.8 the definition
of a spectrum.

A.1.1 Simplicial sets

Let ∆ be the category whose objects are the ordered sets [n] = {0,1,2, ...,n} for n ≥ 0. A
morphism in this category is an order preserving map of sets. Composition in ∆ is composition
of maps of sets. For i = 0, ...,n the unique order preserving injective maps di : [n−1]→ [n]
which leave out i are called face maps. For j = 0, ...,n−1 the unique order preserving surjective
maps s j : [n]→ [n−1] for which the pre-image of j ∈ [n−1] contains two elements are called
degeneracy maps. Every map in ∆ is a composition of face and degeneracy maps. Thus, ∆ is
generated by face and degeneracy maps modulo some relations which the reader can find in the
references cited above.

A simplicial set is a functor X : ∆ op→ Sets where Sets stands for the category of sets. Thus,
for every integer n≥ 0 we are given a set Xn, and for every order preserving map θ : [n]→ [m]
we are given a map of sets θ∗ : Xm→ Xn such that (θ ◦σ)∗ = (σ)∗ ◦ (θ)∗. Since ∆ is generated
by face and degeneracy maps, it suffices to specify θ∗ for face and degeneracy maps and to
check the relations alluded to above. A map of simplicial sets X→Y is a natural transformation
of functors.

A cosimplicial space is a functor ∆ → Top where Top stands for the category of compactly
generated Hausdorff topological spaces. A Hausdorff topological space is compactly generated
if a subset is closed iff its intersection with every compact subset is closed in that compact subset.
Every compact Hausdorff space and every CW-complex is compactly generated. For details,
see [ML98, VIII.8], [Whi78, I.4]. The standard cosimplicial space is the functor ∆∗ : ∆ → Top
where

∆n = {(t0, ..., tn) ∈ Rn | ti ≥ 0, t0 + · · · tn = 1} ⊂ Rn

is equipped with the subspace topology coming from Rn.
An order preserving map θ : [n]→ [m] defines a continuous map

θ∗ : ∆n→ ∆m : (s0, ...,sn) 7→ (t0, ..., tm) with ti = ∑
θ( j)=i

s j

such that (θ ◦σ)∗ = θ∗ ◦σ∗. The space ∆n is homeomorphic to the usual n-dimensional ball
with boundary ∂∆n =

⋃
0≤i≤n(di)∗∆n−1 ⊂ ∆n homeomorphic to the n−1-dimensional sphere.

The topological realization of a simplicial set X is the quotient topological space

|X |=
⊔
j≥0

X j×∆ j/∼
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where the equivalence relation ∼ is generated by (θ∗x, t) = (x,θ∗t) for x ∈ X j, t ∈ ∆i and
θ : [i]→ [ j]. A simplex x ∈ Xn is called non-degenerate if x /∈ s∗j Xn−1 for all j = 0, ...n− 1.
Write Xnd

n ⊂ Xn for the set of non-degenerate n-simplices. Let |X |n ⊂ |X | be the image of⊔
n≥ j≥0 X j×∆ j in |X |. Note that |X |0 = X0. One checks that the square

Xnd
n ×∂∆n

� � //

��

Xnd
n ×∆n

��
|X |n−1

� � // |X |n

is cocartesian. Therefore, the space |X |n is obtained from |X |n−1 by attaching exactly one
n-cell ∆n along its boundary ∂∆n for each non-degenerate n-simplex in X . In particular,
|X |=

⋃
n≥0 |X |n has the structure of a CW-complex.

If X and Y are simplicial sets, the product simplicial set X ×Y has n-simplices Xn×Yn
with structure maps given by θ∗(x,y) = (θ∗x,θ∗y). A proof of the following proposition can
be found in [FP90, Proposition 4.3.15].

A.1.2 Proposition

For simplicial sets X and Y the projection maps X ×Y → X and X ×Y → Y induce a map
of topological spaces |X×Y | → |X |× |Y | which is a homeomorphism provided the cartesian
product |X |×|Y | is taken in the category of compactly generated Hausdorff topological spaces.

A.1.3 The classifying space of a category

Consider the ordered set [n] as a category whose objects are the integers 0, 1, ..., n. There is a
unique map i→ j if i≤ j. Then a functor [n]→ [m] is nothing else than an order preserving
map. Thus, we can consider ∆ as the category whose objects are the categories [n] for n≥ 0,
and where the morphisms in ∆ are the functors [n]→ [m].

Let C be a small category. Its nerve is the simplicial set N∗C whose n-simplices NnC are
the functors [n]→ C . A functor θ : [n]→ [m] defines a map NmC → NnC given by F 7→ F ◦θ .
We have (θ ◦σ)∗ = (σ)∗ ◦ (θ)∗ and N∗C is indeed a simplicial set. An n-simplex in N∗C , that
is, a functor [n]→ C , is nothing else than a string of composable arrows

C0
f0→C1

f1→ ··· fn−1→ Cn (25)

in C . The face map d∗i deletes the object Ci and, if i 6= 0,n, it composes the maps fi−1 and
fi. The degeneracy map si doubles Ci and it inserts the identity map 1Ci . In particular, the
n-simplex (25) is non-degenerate iff none of the maps fi is the identity map for i = 0, ...,n−1.

The classifying space BC of a small category C is the topological realization

BC = |N∗C |

of the nerve simplicial set N∗C of C . Any functor C → C ′ induces maps N∗C → N∗C ′ and
BC → BC ′ on associated nerves and classifying spaces.

The classifying space construction commutes with products. This is because a functor
[n]→ C ×C ′ is the same as a pair of functors [n]→ C , [n]→ C ′. Therefore, we have N∗(C ×
C ′) = N∗C ×N∗C ′ and B(C ×C ′) = BC ×BC ′ by Proposition A.1.2.
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A.1.4 Example B[1]

The nerve of the category [1] has two non-degenerate 0-simplices, namely the objects 0 and 1.
It has exactly one non-degenerate 1-simplex, namely the map 0→ 1. All other simplices are
degenerate. Thus, the classifying space B[1] of [1] is obtained from the two point set {0,1} by
attaching a 1-cell ∆1 along its boundary ∂∆1. The attachment is such that the two points of
∂∆1 are identified with the two points {0,1}. We see that B[1] is homeomorphic to the usual
interval ∆1 ∼= [0,1].

A.1.5 Example BG

For a group G, we let G be the category with one object ∗ and where Hom(∗,∗) = G. Then
πiBG = 0 for i 6= 1 and π1BG = G where the isomorphism G→ π1BG sends an element g ∈ G
to the loop lg represented by the morphism g : ∗ → ∗. For details, see for instance [Wei94,
Exercise 8.2.4, Example 8.3.3].

A.1.6 Lemma

A natural transformation η : F0→ F1 between functors F0,F1 : C → C ′ induces a homotopy
BF0 ' BF1 between the associated maps on classifying spaces BF0,BF1 : BC → BC ′. In
particular, an equivalence of categories C → C ′ induces a homotopy equivalence BC →
BC ′.

Proof:

A natural transformation η : F0 → F1 defines a functor H : [1]×C → C ′ which sends the
object (i,X) to Fi(X) where i = 0,1 and X ∈ C . There are two types of morphisms in [1]×C ,
namely (idi, f ) and (0→ 1, f ) where i = 0,1 and f : X → Y is a map in C . They are sent to
Fi( f ) for i = 0,1 and to ηY F0( f ) = F1( f )ηX , respectively. It is easy to check that H is indeed
a functor. Now, H induces a map [0,1]×BC = B[1]×BC = B([1]×C )→ BC ′ on classifying
spaces whose restrictions to {0}×BC and {1}×BC are BF0 and BF1. Thus, BF0 and BF1 are
homotopic maps.

If F : C → C ′ is an equivalence of categories, then there are a functor G : C ′→ C and
natural isomorphisms FG ∼= 1 and 1 ∼= GF . Thus, the map BG : BC ′ → BC is a homotopy
inverse of BF . �

A.1.7 Homotopy fibres and homotopy fibrations

Let g : Y → Z be a map of pointed topological spaces. The homotopy fibre F(g) of g is the
pointed topological space

F(g) = {(γ,y)| γ : [0,1]→ Z s.t. γ(0) = ∗,γ(1) = g(y)} ⊂ Z[0,1]×Y

with base-point the pair (∗,∗) where the first ∗ is the constant path t 7→ ∗ for t ∈ [0,1]. There
is a continuous map of pointed spaces F(g)→ Y given by (γ,y) 7→ y which fits into a natural
long exact sequence of homotopy groups [Whi78, Corollary IV.8.9]

· · · → πi+1Z→ πiF(g)→ πiY → πiZ→ πi−1F(g)→ ··· (26)
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ending in π0Y → π0Z. For more details, see [Whi78, chapter I.7].

A sequence of pointed spaces X
f→ Y

g→ Z such that the composition is the constant
map to the base-point of Z is called homotopy fibration if the natural map X → F(g) given
by x 7→ (∗, f (x)) is a homotopy equivalence. In this case, there is a long exact sequence of
homotopy groups as in (26) with X in place of F(g).

A.1.8 Spectra and homotopy cartesian squares of spectra

A spectrum is a sequence E0,E1,E2, ... of pointed topological spaces together with pointed
maps σi : Ei→ΩEi+1 called bonding maps or structure maps. The spectrum (E,σ) is called
Ω -spectrum if the bonding maps σi are homotopy equivalences for all i ∈ N. For i ∈ Z, the
homotopy group πiE of the spectrum (E,σ) is the colimit

πiE = colim(πi+lΩ
k−lEk

σ→ πi+lΩ
k−l+1Ek+1

σ→ πi+lΩ
k−l+2Ek+2→ ·· ·).

This colimit is independent of k and l as long as i+ l ≥ 0 and k ≥ l. Thus, it also makes sense
for i < 0. If (E ,σ) is an Ω -spectrum, then πiE = πiE0 for i≥ 0 and πiE = π0E−i for i < 0.

A map of spectra f : (E,σ)→ (E ′,σ ′) is a sequence of pointed maps fi : Ei→ E ′i such
that σ ′i fi = (Ω fi+1)σi. The map of spectra is called equivalence of spectra if it induces an
isomorphism on all homotopy groups πi for i∈Z. The homotopy fibre F( f ) of a map of spectra
f : (E,σ)→ (E ′,σ ′) is the sequence of pointed topological spaces F( f0),F( f1),F( f2), ...
together with bonding maps F( fi)→ΩF( fi+1) = F(Ω fi+1) between the homotopy fibres of
fi and Ω fi+1 given by the maps σi and σ ′i . Taking a colimit over the exact sequences (26)
yields the exact sequence of abelian groups for i ∈ Z

· · · → πi+1E ′→ πiF( f )→ πiE→ πiE ′→ πi−1F( f )→ ··· (27)

A sequence of spectra E ′′→ E
f→ E ′ is a homotopy fibration if the composition E ′′→ E ′

is (homotopic to) the zero spectrum (the spectrum with all spaces a point), and the induced map
E ′′→ F( f ) is an equivalence of spectra. In this case, we can replace F( f ) by E ′′ in the long
exact sequence (27). A commutative square of spectra

E00
f0 //

g0

��

E01

g1

��
E10

f1 // E11

is called homotopy cartesian if the induced map F( f0)→ F( f1) on horizontal homotopy fibres
(or equivalently, the map F(g0)→ F(g1) on vertical homotopy fibres) is an equivalence of
spectra. From the exact sequence (27) and the equivalence F( f0)

∼→ F( f1), we obtain a long
exact sequence of homotopy groups of spectra for i ∈ Z

· · · → πi+1(E11)→ πi(E00)→ πi(E01)⊕πi(E10)→ πi(E11)→ πi−1(E00)→ ·· ·

For more on spectra, see [Ada74, III], [BF78], [HSS00], [Schc].

A.2 Background on triangulated categories

Our main references here are [Ver96], [Kel96] and [Nee01].
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A.2.1 Definition

A triangulated category is an additive category A together with an auto-equivalence3 T : A →
A and a class of sequences

X u→ Y v→ Z w→ T X (28)

of maps in A called distinguished triangles. They are to satisfy the axioms TR1 – TR4 below.

TR1. Every sequence of the form (28) which is isomorphic to a distinguished triangle is a

distinguished triangle. For every object A of A , the sequence A 1→ A→ 0→ TA is a
distinguished triangle. Every map u : X → Y in A is part of a distinguished triangle (28).

TR2. A sequence (28) is distinguished if and only if Y v→ Z w→ T X −Tu→ TY is a distinguished
triangle.

TR3. For any two distinguished triangles X u→ Y v→ Z w→ T X and X ′ u′→ Y ′ v′→ Z′ w′→ T X ′ and for
any pair of maps f : X → X ′ and g : Y → Y ′ such that gu = u′ f there is a map h : Z→ Z′

such that hv = v′g and (T f )w = w′h.
TR4. Octahedron axiom, see [Ver96], [Kel96] and A.2.2 below.

In a distinguished triangle (28) the object Z is determined by the map u up to (non-canonical)
isomorphism. We call Z “the” cone of u.

A.2.2 Good maps of triangles and the octahedron axiom

A useful reformulation of the octahedron axiom TR4 (which we haven’t stated...) is as follows
[Nee01, Definition 1.3.13 and Remark 1.4.7]. Call a map of distinguished triangles

A0
a0 //

f0

��

A1
a1 //

f1

��

A2
a2 //

f2

��

TA0

Ta0

��
B0

b0 // B1
b1 // B2

b2 // T B0

(29)

good if the mapping cone (in the sense of complexes)

B0⊕A1

(b0 f1
0 −a1

)
// B1⊕A2

(b1 f2
0 −a2

)
// B2⊕TA0

(b2 T f0
0 −Ta0

)
// T B0⊕TA1 (30)

is a distinguished triangle. The reformulation of the octahedron axiom [Nee91, Theorem 1.8]
says that in a triangulated category every commutative diagram

A0
a0 //

f0

��

A1
a1 //

f1

��

A2
a2 // TA0

Ta0

��
B0

b0 // B1
b1 // B2

b2 // T B0

in which the rows are distinguished triangles can be completed into a good morphism of
distinguished triangles.

We will need the following special case below. If in a good map of distinguished triangles
as in (29) the map f2 is an isomorphism then the triangle

3 We may sometimes write A[1] instead of TA especially when A is a complex.
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A0

(
− f0
a0

)
// B0⊕A1

(b0 f1 ) // B1
a2 f−1

2 b1 // TA0

is distinguished. This is because, in case f2 is an isomorphism, this triangle is a direct factor
of the distinguished triangle obtained by rotating via TR2 the distinguished triangle (30).
Therefore, it is a distinguished triangle itself [BS01, Lemma 1.6].

A.2.3 Definition

Let R and S be triangulated categories. A triangle functor [Kel96, §8] from R to S is a pair
(F,ϕ) where F : R→S is an additive functor and ϕ : FT

∼=→ T F is a natural isomorphism
such that for any distinguished triangle (28) in R, the triangle FX → FY → FZ→ T FX given
by the maps (Fu,Fv,ϕX Fw) is distinguished in S . Triangle functors can be composed in the
obvious way.

If a triangle functor has an adjoint, then the adjoint can be made into a triangle functor in a
canonical way [Nee01, Lemma 5.3.6], [Kel91, 6.7]. In particular, if a triangulated category has
infinite sums, then an arbitrary direct sum of distinguished triangles is a distinguished triangle.

A.2.4 Exercise

Let F : S →T be a triangle functor. If the functor is conservative (that is, a map f in S is an
isomorphism iff F( f ) is) and full, then F is fully faithful.

A.2.5 Example (The homotopy category of an additive category)

Let A be an additive category. We denote by K (A ) the homotopy category of chain complexes
in A . Its objects are the chain complexes in A . Maps in K (A ) are chain maps up to chain
homotopy. The category K (A ) is a triangulated category where a sequence is a distinguished
triangle if it is isomorphic in K (A ) to a cofibre sequence

X
f→ Y

j→C( f )
q→ T X .

Here, C( f ) is the mapping cone of the chain map f : X → Y which is C( f )i = Y i⊕X i+1 in

degree i and has differential di =
(

dY f
0 −dX

)
. The object T X is the shift of X which is (T X)i =

X i+1 in degree i and has differential di =−di+1
X . The maps j : Y →C( f ) and q : C( f )→ T X

are the canonical inclusions and projections in each degree.

A.2.6 Calculus of fractions

Let C be a category and w ⊂MorC be a class of morphisms in C . The localization of C
with respect to w is the category obtained from C by formally inverting the morphisms in w.
This is a category C [w−1] together with a functor C → C [w−1] which satisfies the following
universal property. For any functor C →D which sends maps in w to isomorphisms, there is a
unique functor C [w−1]→D such that the composition C → C [w−1]→D is the given functor
C →D . In general, the category C [w−1] may or may not exist. It always exists if C is a small
category.

If the class w satisfies a “calculus of right (or left) fractions”, there is an explicit description
of C [w−1] as we shall explain now. A class w of morphisms in a category C is said to satisfy a
calculus of right fractions if (a) – (c) below hold.
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(a) The class w is closed under composition. The identity morphism 1X is in w for every
object X of C .

(b) For all pairs of maps u : X → Y and s : Z→ Y such that s ∈ w, there are maps v : W → Z
and t : W → X such that t ∈ w and sv = ut.

(c) For any three maps f ,g : X → Y and s : Y → Z such that s ∈ w and s f = sg, there is a map
t : W → X such that t ∈ w and f t = gt.

If the class w satisfies the dual of (a) – (c) then it is said to satisfy a calculus of left fractions.
If w satisfies both, a calculus of left and right fractions, then w is said to satisfy a calculus of
fractions.

If a class w of maps in a category C satisfies a calculus of right fractions, then the localized
category C [w−1] has the following description. Objects are the same as in C . A map X → Y in

C [w−1] is an equivalence class of data X s←M
f→ Y written as a right fraction f s−1 where f

and s are maps in C such that s ∈ w. The datum f s−1 is equivalent to the datum X t← N
g→ Y

iff there are map s̄ : P→ N and t̄ : P→M such that s̄ (or t̄) is in w and such that st̄ = s̄t and
f t̄ = gs̄. The composition ( f s−1)(gt−1) is defined as follows. By (b) above, there are maps h
and r in C such that r ∈ w and sh = gr. Then ( f s−1)(gt−1) = ( f h)(tr)−1. In this description
it is not clear whether HomC [w−1](X ,Y ) is actually a set. However, it is a set if C is a small
category. But in general, this issue has to be dealt with separately.

A.2.7 Verdier quotient

Let A be a triangulated category and B ⊂ A be a full triangulated subcategory. The class
w of maps whose cones are isomorphic to objects in B satisfies a calculus of fractions. The
Verdier quotient A /B is, by definition, the localized category A [w−1]. It is a triangulated
category where a sequence is a distinguished triangle if it is isomorphic to the image of a
distinguished triangle of A under the localization functor A →A [w−1]; see [Ver96], [Nee01,
§2]. If B′ ⊂ A denotes the full subcategory of those objects which are zero in the Verdier
quotient A /B, then we have B ⊂B′, the category B′ is a triangulated category and every
object of B′ is a direct factor of an object of B [Nee01, 2.1.33].

A.2.8 Exercise

The following exercises are variations on a theme called “Bousfield localization”; see [Nee01,
§9].

(a) Let L : S → T be a triangle functor which has a right adjoint R such that the counit of
adjunction LR→ id is an isomorphism. Let λ : R ⊂S be the full subcategory of S of
those objects which are zero in T . Then the sequence R→S →T is an exact sequence
of triangulated categories (in the sense of Definition 3.1.5). Furthermore, the inclusion
λ : R ⊂S has a right adjoint ρ : S →R, and the counit and unit of adjunction fit into a
functorial distinguished triangle in S

λρ → 1→ RL→ λρ[1].

(b) Let T be a triangulated category, and let T0,T1 ⊂T be full triangulated subcategories.
Assume that Hom(A0,A1) = 0 for all objects A0 ∈T0 and A1 ∈T1. If T is generated as a
triangulated category by the union of T0 and T1, then the composition T1 ⊂T →T /T0
is an equivalence. Moreover, an inverse induces a left adjoint T → T /T0 ∼= T1 to the
inclusion T1 ⊂T .
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(c) Let A
λ→B

L→ C be a sequence of triangle functors. Assume that λ and L have right
adjoints ρ and R such that the unit 1→ ρλ and counit LR→ 1 are isomorphisms. Assume
furthermore that for every object B of B the unit and counit of adjunction extend to a
distinguished triangle in B

λρ(B)→ B→ RL(B)→ λρ(B)[1].

Then the sequence of triangulated categories (λ ,L) is exact.

A.2.9 Example (The derived category of an abelian category)

Let A be an abelian category. Its unbounded derived category D (A ) is obtained from the cate-
gory ChA of chain complexes in A by formally inverting the quasi-isomorphisms. Recall that
a chain map f : A→ B is a quasi-isomorphism if it induces isomorphisms H i( f ) : H iA→ H iB
in cohomology for all i ∈ Z where for a chain complex (C,d) we have H iC = kerdi/imdi−1.
Since homotopy equivalences are quasi-isomorphisms, the category D (A ) is also obtained
from the homotopy category K (A ) by formally inverting the quasi-isomorphisms. Let
Kac(A )⊂K (A ) be the full subcategory of acyclic chain complexes. This is the category of
those chain complexes C for which H iC = 0 for all i ∈ Z. The inclusion Kac(A ) ⊂K (A )
is closed under taking cones. Furthermore, a chain complex A is acyclic iff TA is. Therefore,
Kac(A ) is a full triangulated subcategory of K (A ). Since a map is a quasi-isomorphism iff
its cone is acyclic, we see that the category D (A ) is the Verdier quotient K (A )/Kac(A ). In
particular, the category D(A ) is a triangulated category (provided it exists, that is, provided it
has small homomorphism sets).

There are versions D bA , D +A , D−A of DA which are obtained from the category
of bounded, bounded below, bounded above chain complexes in A by formally inverting
the quasi-isomorphisms. Again, they are the Verdier quotients K b+−(A )/K b+−

ac (A ) of the
corresponding homotopy categories by the homotopy category of acyclic chain complexes.

A.2.10 Exercise

Let A be an abelian category. Show that the obvious triangle functors D bA ,D +A ,D−A →
DA are fully faithful. Hint: Use the existence of the truncation functors τ≥n : DA → D +A
and τ≤n : DA → D−A which for a complex E are the quotient complex τ≥nE = · · ·0→
cokerdn−1→ En+1→ ··· and the subcomplex τ≤nE = · · · → En−1→ ker(dn)→ 0→ ·· · of
E; see [BBD82, Exemple 1.3.2].

A.2.11 The derived category of a Grothendieck abelian category

Recall that a Grothendieck abelian category is an abelian category A in which all set-indexed
colimits exist, where filtered colimits are exact and which has a generator. An object U is a
generator of A if for every object X of A there is a surjection

⊕
I U → X with I some index

set. A set of objects is called set of generators if their direct sum is a generator. The unbounded
derived category DA of a Grothendieck abelian category has small hom sets [Wei94, Remark
10.4.5], [Fra01], [ATJLSS00].

For a Grothendieck abelian category A , the derived category DA has the following
explicit description. Following [Spa88], a complex I ∈ ChA is called K -injective if for
every map f : X → I and every quasi-isomorphism s : X → Y there is a unique map (up to
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homotopy) g : Y → I such that gs = f in K (A ). This is equivalent to the requirement that
HomK A (A, I) = 0 for all acyclic chain complexes A. For instance, a bounded below chain
complex of injective objects in A is K -injective. But K -injective chain complexes do not need
to consist of injective objects (for instance, every contractible chain complex is K -injective),
nor does an unbounded chain complex of injective objects need to be K -injective.

In a Grothendieck abelian category, every chain complex has a K -injective resolution
[Fra01], [ATJLSS00]. This means that for every chain complex X in A there is a quasi-
isomorphism X → I where I is a K -injective complex. Let Kin j(A ) ⊂K (A ) be the full
subcategory of all K -injective chain complexes. This is a triangulated subcategory. By def-
inition, a quasi-isomorphism I ∼→ X from a K -injective complex I to an arbitrary complex
X always has a retraction up to homotopy. Therefore, the composition of triangle functors
Kin j(A )⊂K (A )→ D (A ) is fully faithful. This composition is also essentially surjective
because every chain complex in A has a K -injective resolution. Therefore, the triangle functor
Kin j(A )→ D (A ) is an equivalence.

A.2.12 Right derived functors

Let F : A →B be an additive functor between abelian categories. The functor induces a triangle
functor K A → K B between the homotopy categories of unbounded chain complexes
in A and B. Denote by LA and LB the localization triangle functors K A → DA and
K B→ DB. Furthermore, denote by F : K A → DB the composition of K A →K B
with the localization functor LB . The right-derived functor of F is a pair (RF,λ ) as in the
diagram

K A

dA dB

λ

LA

RF

F

where RF : DA → DB is a triangle functor and λ : F → RF ◦LA is a natural transformation
of triangle functors which has the following universal property. For any pair (G,γ) where
G : DA →DB is a triangle functor and γ : F→G◦LA is a natural transformation of triangle
functors, there is a unique natural transformation of triangle functors η : RF → G such that
γ = η ◦λ . Of course, the pair (RF,λ ) is uniquely determined by the universal property up to
isomorphisms of natural transformations of triangle functors.

If F : A →B is any additive functor between Grothendieck abelian categories, then the
right derived functor (RF,λ ) of F always exists. For E ∈ DA , it is given by RF(E) = F(I)
where E→ I is a K -injective resolution of E. The natural transformation λ at E is the image
FE→ FI under F of the resolution map E→ I. More generally, one has the following.

A.2.13 Exercise

Let F : K A → DB be a triangle functor. Assume that there is a triangle endofunctor G :
K A → K A such that FG : K A → DB sends quasi-isomorphisms to isomorphisms.
Assume furthermore that there is a natural quasi-isomorphism λ : id ∼−→ G such that the two
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natural transformations Gλ and λG of functors G→ GG satisfy FGλ = FλG. Then the pair
(FG,Fλ ) represents the right derived functor of F .

In the remainder of the subsection, we collect some basic facts about Frobenius exact
categories and their triangulated stable categories. They constitute the framework for the
complicial exact categories considered in the text.

A.2.14 Frobenius exact categories

An object P in an exact category E is called projective if for every deflation q : Y � Z and every
map f : P→ Z there is a map g : P→ Y such that f = qg. An exact category E has enough
projectives if for every object E of E there is a deflation P� E with P projective. Dually, an
object I in E is called injective if for every inflation j : X � Y and every map f : X → I there
is a map g : Y → I such that f = g j. An exact category E has enough injectives if for every
object E of E there is an inflation E� I with I injective.

An exact category E is called Frobenius exact category if it has enough injectives and
enough projectives, and an object is injective iff it is projective. Call two maps f ,g : X → Y
in a Frobenius exact category E homotopic if their difference factors through a projective-
injective object. Homotopy is an equivalence relation. The stable category E of a Frobenius
exact category E is the category whose objects are the objects of E and whose maps are
the homotopy classes of maps in E . The stable category of a Frobenius exact category is a
triangulated category as follows. To define the shift T : E → E , we choose for every object X
of E an inflation X � I(X) into an injective object, and we set T X = I(X)/X . Distinguished
triangles in the stable category E are those triangles which are isomorphic in E to sequences of
the form

X
f→ Y → I(X)tX Y → I(X)/X

where f : X → Y is any map in E . For more details, we refer the reader to [Kel96] and [Hap87,
Section 9].

A.2.15 Complicial exact categories as Frobenius categories

Recall from Subsection 3.2.1 the bounded complex of free Z-modules C = Z ·1C⊕Z ·η where
1C and η have degrees 0 and −1, respectively. There is a degree-wise split inclusion of chain
complexes i : 11 = Z�C defined by 1 7→ 1C. Similarly, denote by P ∈ Chb(Z) the complex
P = Hom(C,11) which is concentrated in degrees 0 and 1 where it is a free Z-module of rank 1.
There is a degree-wise split surjection p : P→ 11 = Z defined by f 7→ f (1C).

Let E be a complicial exact category. This means that E comes equipped with an action by
the category Chb(Z) of bounded complexes of free Z-modules of finite rank; see Definition
3.2.2. We have natural inflations iE = i⊗1E : E�CE and natural deflations pE = p⊗1E :
PE � E for every object E of E . Call an inflation j : X � Y in E Frobenius inflation if for
every object U ∈ E and every map f : X →CU there is a map g : Y →CU such that f = g j.
Similarly, call a deflation q : Y � Z in E Frobenius deflation if for every object U ∈ E and
every map f : CU → Z there is a map g : CU → Y such that f = qg.

A.2.16 Lemma

Let E be a complicial exact category.
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(a) For every object E of E , the natural inflation iX : X �CX is a Frobenius inflation, and
the natural deflation pX : PX � X is a Frobenius deflation.

(b) Frobenius inflations (deflations) are closed under composition.
(c) Frobenius inflations (deflations) are preserved under push-outs (pull-backs)
(d) Split injections (surjections) are Frobenius inflations (deflations).
(e) For a conflation X � Y � Z in E , the map X � Y is a Frobenius inflation iff the map

Y � Z is a Frobenius deflation.
(f) The category E equipped with the Frobenius conflations as defined in Subsection 3.2.5 is

a Frobenius exact category. In this exact structure, an object is injective (projective) iff it
is a direct factor of an object of the form CU with U ∈ E .

Proof:

For (a), we note that C is a commutative dg Z-algebra with unique multiplication µ : C⊗C→C
and unit map i : 11→C : 1 7→ 1C. Let f : X→CU be a map in E . We define the map f ′ : CX→
CU as the composition CX

1⊗ f→ CCU
µ⊗1→ CU . Then we have f ′iX = (µ⊗1U )◦ (1C⊗ f )◦ (i⊗

1X ) = (µ⊗1U )◦ (i⊗1C⊗1U )◦ f = f since the composition C i⊗1→ C⊗C
µ→C is the identity.

This shows that iX is a Frobenius inflation. The proof that PX → X is a Frobenius deflation is
similar using the fact that P = Hom(C,11) is a co-algebra. Sections (b), (c) and (d) are clear.
For (e), we note that the map CX → T X is a Frobenius deflation. This is because this map
is isomorphic to PT X → T X via the isomorphism C→ Hom(C,T ) = PT which is adjoint to
C⊗C

µ→C→ T . Let X � Y be a Frobenius inflation. By definition, there is a map Y →CX
such that the composition X → Y → CX is the canonical Frobenius inflation iX : X � CX .
Passing to quotients, we see that Y � Z is a pull-back of CX � T X . Since the latter is a
Frobenius deflation, we can apply (c), and we see that Y � Z is a Frobenius deflation as well.
The other implication in (e) is dual. For (f), we note that (a) – (e) imply that E together with the
Frobenius conflations is an exact category. By definition, objects of the form CU are injective
and projective for the Frobenius exact structure, hence any of its direct factors is injective
and projective. For an object I of E which is injective in the Frobenius exact structure, the
Frobenius inflation I�CI has a retraction since, by the definition of injective objects, the map
1 : I→ I to the injective I extends to CI. Therefore, the injective object I is a direct factor of CI.
Similarly for projective objects. �

A.3 The derived category of quasi-coherent sheaves

A.3.1 Separated schemes and their quasi-coherent sheaves

Let X be a quasi-compact and separated scheme. In the category Qcoh(X) of quasi-coherent
OX -modules, all small colimits exist and filtered colimits are exact (as they can be calculated
locally on quasi-compact open subsets). Every quasi-coherent OX -module is a filtered colimit of
its quasi-coherent submodules of finite type [Gro60, 9.4.9]. Therefore, the set of quasi-coherent
OX -modules of finite type forms a set of generators for Qcoh(X). Hence, the category Qcoh(X)
is a Grothendieck abelian category. In particular, its derived category D Qcoh(X) exists, and it
has an explicit description as in Appendix A.2.11.
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A.3.2 Examples of Hom-sets in D Qcoh(X)

For a complex E of quasi-coherent OX -modules, the set of homomorphisms Hom(OX ,E) in
the triangulated category D Qcoh(X) is given by the formula

Hom(OX ,E) = H0(Rg∗E)

where g : X → SpecZ is the structure map of X . We can see this by replacing E with a
K -injective resolution E ∼→ I. Then both sides are H0(I(X)).

More generally, for a vector bundle A on X , the homomorphism set Hom(A,E) in
D Qcoh(X) can be calculated as above using the equality

Hom(A,E) = Hom(OX ,E⊗A∨)

where A∨ is the dual sheaf Hom(A,OX ) of A. Again, we can see this by choosing a K-injective
resolution E ∼→ I of E and noting that E⊗A∨ ∼→ I⊗A∨ is a K -injective resolution of E⊗A∨

when A (and thus A∨) is a vector bundle.

A.3.3 The Čech resolution

Let X be a quasi-compact scheme, and let U = {U0, ...,Un} be a finite cover of X by quasi-
compact open subsets Ui ⊂ X . For a k +1 tuple i = (i0, ..., ik) such that 0≤ i0, ..., ik ≤ n, write
ji : Ui = Ui0 ∩ ...∩Uik ⊂ X for the open immersion of the intersection of the corresponding
Ui’s. Let F be a quasi-coherent OX module. We consider the sheafified Čech complex Č(U ,F)
associated with the cover U of X . In degree k it is the quasi-coherent OX -module

Č(U ,F)k =
⊕

i
ji∗ j∗i F

where the indexing set is taken over all k+1-tuples i = (i0, ..., ik) such that 0≤ i0 < · · ·< ik ≤ n.
The differential dk : Č(U ,F)k→ Č(U ,F)k+1 for the component i = (i0, ..., ik+1) is given by
the formula

(dk(x))i =
k+1

∑
l=0

(−1)l ji∗ j∗i x(i0,...,îl ,...,ik+1).

Note that the complex Č(U ,F) is concentrated in degrees 0, ...,n.
The units of adjunction F → ji∗ j∗i F define a map F → Č(U ,F)0 =

⊕n
i=0 ji∗ j∗i F into the

degree zero part of the Čech complex such that d0(F) = 0. Therefore, we obtain a map of
complexes of quasi-coherent OX -modules F → Č(U ,F). This map is a quasi-isomorphism for
any quasi-coherent OX -module F as can be checked by restricting the map to the open subsets
Ui of the cover U of X .

More generally, if F is a complex, then Č(U ,F) is a bicomplex, and we can consider
its total complex TotČ(U ,F) which, by a slight abuse of notation, we will still denote by
Č(U ,F). The map F → Č(U ,F) is a map of bicomplexes. Taking total complexes, we obtain
a natural quasi-isomorphism of complexes of quasi-coherent OX -modules

λF : F ∼→ Č(U ,F). (31)

which is called the Čech resolution of F associated with the open cover U .
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A.3.4 Exercise

Let X be a scheme and U be a finite open cover of X . Write Č for the functor F 7→ Č(U ,F)
from complexes of quasi-coherent sheaves to itself defined in Subsection A.3.3 above. Show that
for any complex F of quasi-coherent sheaves on X , the following two maps Č(F)→ Č(Č(F))
are chain homotopic:

Č(λF )∼ λČ(F).

A.3.5 Explicit description of Rg∗

Let g : X → Y be a map of quasi-compact schemes such that there is a finite cover U =
{U0, ...,Un} of X with the property that the restrictions gi : Ui→ Y of g to to all finite intersec-
tions Ui =Ui0 ∩ ...∩Uik of the Ui’s are affine maps where i = (i0, ..., ik) and i0, ..., ik ∈ {0, ...,n}.
If X and Y are quasi-compact and separated such a cover always exists. In this case, any cover
U = {U0, ...,Un} of X by affine open subschemes Ui ⊂ X such that each Ui maps into an open
affine subscheme of Y has this property.

Using the cover U instead of K -injective resolutions, one can construct the right-derived
functor Rg∗ : D Qcoh(X)→ D Qcoh(Y ) of g∗ : Qcoh(X)→ Qcoh(Y ) as follows. By assump-
tion, for every k + 1-tuple i = (i0, ..., ik), the restriction gi = g ◦ ji : Ui → Y of g to Ui is an
affine map. Therefore, the functor

g∗Č(U ) : Qcoh(X)→ ChQcoh(Y ) : F 7→ g∗Č(U ,F)

is exact. Taking total complexes, this functor extends to a functor on all complexes

g∗Č(U ) : ChQcoh(X)→ ChQcoh(Y ) : F 7→ g∗Č(U ,F)

which preserves quasi-isomorphisms as it is exact and sends acyclics to acyclics. This functor
is equipped with a natural quasi-isomorphism given by the Čech resolution

λF : F ∼−→ Č(U ,F).

By Exercises A.2.13 and A.3.4, the right derived functor Rg∗ of g∗ is represented by the pair
(g∗Č(U ),g∗λ ).

A.3.6 Lemma

Let g : X → Y be a map of quasi-compact and separated schemes. Then for any set Ei, i ∈ I,
of complexes of quasi-coherent OX -modules, the following natural map of complexes of OY -
modules is a quasi-isomorphism

⊕
I Rg∗ (Ei)

∼−→ Rg∗ (
⊕

I Ei) .

Proof:

This follows from the explicit construction of Rg∗ given in Appendix A.3.5 for which the map
in the lemma is already an isomorphism in ChQcoh(Y ). �



Higher algebraic K-theory 215

A.3.7 Lemma (Base-Change for open immersions)

Let X = U ∪V be a quasi-compact separated scheme which is covered by two quasi-compact
open subschemes U and V . Denote by j : U ↪→ X, jV : U ∩V ↪→V , i : V ↪→ X, iU : U ∩V ↪→U
the corresponding open immersions. Then for every complex E of quasi-coherent OU -modules,
the natural map

i∗ ◦R j∗E
∼=−→ R jV∗ ◦ i∗U E

of complexes of quasi-coherent OV -modules is an isomorphism in D Qcoh(V ).

Proof:

We first make the following remark. For a quasi-coherent OU -module M, we have the canonical
map i∗ j∗M→ jV∗i∗U M which is adjoint to the map j∗V i∗ j∗M = i∗U j∗ j∗M→ i∗U M obtained by
applying i∗U to the counit map j∗ j∗M→M. Calculating sections over open subsets, we see that
the map i∗ j∗M→ jV∗i∗U M is an isomorphism for every quasi-coherent OU -module M.

For the proof of the lemma, recall that U is quasi-compact. Therefore we can find a finite
open affine cover U = {U0, ...,Un} of U . For this cover, all inclusions Ui0 ∩ ...∩Uik ⊂ X are
affine maps because X is separated. By Appendix A.3.5 and the remark above, for a complex E
of quasi-coherent OU -modules, we have an isomorphism

i∗R j∗E = i∗ j∗Č(U ,E)
∼=→ jV∗i∗UČ(U ,E) = jV∗Č(U ∩V, i∗U E)

where U ∩V is the cover {U0∩V, ...,Un∩V} of V . Pull-backs of affine maps are affine maps.
Hence, all inclusions (Ui0 ∩V )∩ ...∩ (Uik ∩V )⊂V are affine maps. By Appendix A.3.5, the
functor jV∗Č(U ∩V ) represents R jV∗. So, the isomorphism above represents an isomorphism
of functors i∗ ◦R j∗

∼=−→ R jV∗ ◦ i∗U . �

A.3.8 Lemma

Let X = V1 ∪V2 be a quasi-compact and separated scheme which is covered by two quasi-
compact open subschemes V1,V2 ⊂ X. Denote by ji : Vi ↪→ X and j12 : V1 ∩V2 ↪→ X the
corresponding open immersions. Then for E ∈ D Qcoh(X), there is a distinguished triangle in
D Qcoh(X)

E −→ R j1∗( j∗1 E)⊕R j2∗( j∗2 E)−→ R j12∗( j∗12 E)−→ E[1].

Proof:

Consider the commutative square in D Qcoh(X)

E //

��

R j1∗( j∗1 E)

��
R j2∗( j∗2 E) // R j12∗( j∗12 E)

in which the maps are induced by the unit of adjunction maps 1→ R j∗ ◦ j∗ and the base-
change isomorphism in Lemma A.3.7. By Appendix A.2.2, we can complete this square
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to the right into a good map of distinguished triangles. The map on horizontal cones is an
isomorphism when restricted to U1 (since both cones are zero, by Base-Change A.3.7) and when
restricted to U2 (by the Five Lemma and Base-Change A.3.7). Therefore, the map on horizontal
cones is an isomorphism in D Qcoh(X). Finally, the sequence E→ R j1∗( j∗1 E)⊕R j2∗( j∗2 E)→
R j12∗( j∗12 E) can be completed to a distinguished triangle by the last paragraph in Appendix
A.2.2. �

A.4 Proof of compact generation of DZ Qcoh(X)

In this appendix, we prove Proposition 3.4.6, first for schemes with an ample family of line
bundles and then, by a formal induction argument, for general quasi-compact and separated
schemes. To summarize, in Lemma A.4.10 we show that DZ Qcoh(X) is compactly generated
and in Lemmas A.4.8 and A.4.9 we show that the compact objects in DZ Qcoh(X) are precisely
those complexes which are isomorphic (in the derived category) to bounded complexes of
vector bundles when restricted to the open subsets of an affine open cover of X . Part of the
exposition is taken from [Sch08]. When Z = X , the reader may also find proofs in [Nee96,
Corollary 2.3 and Proposition 2.5] and [BvdB03, Theorems 3.1.1 and 3.1.3].

We first recall the usual technique of extending a section of a quasi-coherent sheaf from an
open subset cut out by a divisor to the scheme itself. For a proof, see [Gro60, Théorème 9.3.1],
[Har77, Lemma II.5.14].

A.4.1 Lemma

Let X be a quasi-compact and separated scheme, s ∈ Γ (X ,L) be a global section of a line
bundle L on X, and Xs = {x ∈ X | s(x) 6= 0 ∈ Lx/mxLx} be the non-vanishing locus of s. Let F
be a quasi-coherent sheaf on X. Then the following hold.

(a) For every f ∈ Γ (Xs,F), there is an n ∈ N such that f ⊗ sn extends to a global section of
F⊗L⊗n.

(b) For every f ∈ Γ (X ,F) such that f|Xs
= 0, there is an n ∈ N such that f ⊗ sn = 0.

A.4.2 Schemes with an ample family of line bundles

A scheme X has an ample family of line bundles if there is a finite set L1, ...,Ln of line
bundles on X and if there are global sections si ∈ Γ (X ,Li) such that the non-vanishing loci
Xsi = {x ∈ X | si(x) 6= 0 ∈ Lx/mxLx} form an open affine cover of X ; see [TT90, Definition
2.1], [SGA71, II 2.2.4]. Note that such an X is necessarily quasi-compact.

Recall that if f ∈ Γ (X ,L) is a global section of a line bundle L on a scheme X , then the
open inclusion X f ⊂ X is an affine map (as can be seen by choosing an open affine cover of X
trivializing the line bundle L). As a special case, the open subscheme X f is affine whenever X
is affine. Thus, for the affine cover X =

⋃
Xsi associated with an ample family of line-bundles

as above, all finite intersections of the Xsi ’s are affine.
Let X be a scheme which has an ample family of line bundles. Then there is a set {Li| i∈ I}

of line bundles on X together with global sections si ∈ Γ (X ,Li) such that the set {Xsi | i ∈ I}
of non-vanishing loci forms an open affine basis for the topology of X [TT90, 2.1.1 (b)]. If X is
affine, this follows from the definition of the Zariski topology. For a general X (with an ample
family of line bundles), the sections which give rise to a basis of topology on an open affine
Xs can be extended (up to a power of s) to global sections, by Lemma A.4.1. Therefore, every
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open subset of a basis for Xs is also the non-vanishing locus of a global section of some line
bundle on X .

Let X be a scheme which has an ample family of line bundles L1, ...,Ln. Then for every
quasi-coherent sheaf F on X , there is a surjective map M� F of quasi-coherent sheaves where
M is a (possibly infinite) direct sum of line bundles of the form Lk

i for i = 1, ...,n and k < 0.
This follows from the definition of an ample family of line bundles and Lemma A.4.1.

A.4.3 Truncated Koszul complexes

Let X be a quasi-compact and separated scheme, and let Li, i = 1, ..., l be a finite set of line
bundles together with global sections si ∈ Γ (X ,Li). Let U =

⋃l
i=1 Xsi be the union of the

non-vanishing loci Xsi of the si’s, and j : U ⊂ X be the corresponding open immersion. The
global sections si define maps si : OX → Li of line-bundles whose OX -duals are denoted by
s−1
i : L−1

i →OX . We consider the maps s−1
i as (cohomologically graded) chain-complexes with

OX placed in degree 0. For an l-tuple n = (n1, ...,nl) of negative integers, the Koszul complex

l⊗
i=1

(Lni
i

sni→ OX ) (32)

is acyclic over U . This is because the map sni = (s−1
i )⊗|ni| : Lni

i →OX is an isomorphism when
restricted to Xsi , hence the Koszul complex (32) is acyclic (even contractible) over each Xsi . Let
K(sn) denote the bounded complex which is obtained from the Koszul complex (32) by deleting
the degree zero part OX and placing the remaining non-zero part in degrees −l +1, ...,0. The
last differential d−1 of the Koszul complex defines a map

K(sn) =

[
l⊗

i=1
(Lni

i
sni→ OX )

]≤−1

[−1] ε−→ OX

of complexes of vector bundles. This map of complexes is a quasi-isomorphism over U , since its
cone, the Koszul complex, is acyclic over U . For a complex M of quasi-coherent OX -modules,
we write εM for the tensor product map εM = 1M⊗ ε : M⊗K(sn)→M⊗OX ∼= M.

The following proposition is a generalization of Lemma A.4.1. It is implicit in the proof
of [TT90, Proposition 5.4.2]. We omit the proof (which is not very difficult, but not very
enlightening either). Details can be found in loc.cit. and in [Sch08, Lemma 9.6].

A.4.4 Proposition

Let X be a quasi-compact and quasi-separated scheme, and L1, ...Ln be a finite set of line
bundles together with global sections si ∈ Γ (X ,Li) for i = 1, ...,n. Let U =

⋃n
i=1 Xsi be the

union of the non-vanishing loci Xsi of the si’s, and j : U ⊂ X be the corresponding open
immersion. Let M be a complex of quasi-coherent OX -modules and let A be a bounded complex
of vector bundles on X. Then the following hold.
(a) For every map f : j∗A→ j∗M of complexes of OU -modules between the restrictions

of A and M to U, there is an l-tuple of negative integers n = (n1, ...,nl) and a map
f̃ : A⊗K(sn)→M of complexes of OX -modules such that f ◦ j∗(εA) = j∗( f̃ ).

(b) For every map f : A→M of complexes of OX -modules such that j∗( f ) = 0, there is an
l-tuple of negative integers n = (n1, ...,nl) such that f ◦ εA = 0.
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A.4.5 Lemma

Let X be a quasi-compact scheme, and s ∈ Γ (X ,L) be a global section of a line-bundle L such
that Xs is affine. Let N→ E be a map of complexes of quasi-coherent OX -modules such that
its restriction to Xs is a quasi-isomorphism. If E is a bounded complex of vector bundles on X,
then there is an integer k > 0 and a map of complexes E⊗L−k→ N whose restriction to Xs is
a quasi-isomorphism.

Proof:

Write j : Xs ⊂ X for the open inclusion. Since Xs is affine, say Xs = SpecA, we have an
equivalence of categories between quasi-coherent OXs -modules and A-modules under which
the map j∗N → j∗E becomes a quasi-isomorphism of complexes of A-modules with j∗E a
bounded complex of projectives. Any quasi-isomorphism of complexes of A-modules with
target a bounded complex of projectives has a retraction up to homotopy. Therefore, the choice
of a homotopy right inverse f : j∗E → j∗N yields a quasi-isomorphisms. By Lemma A.4.1,
there is a map of complexes f̃ : E⊗Lk→ N such that j∗ f̃ = f · sk for some k < 0. In particular,
f̃ is a quasi-isomorphism when restricted to Xs. �

Lemma A.4.5 has the following generalization.

A.4.6 Lemma

Let X be a quasi-compact and separated scheme. Let U =
⋃n

i=1 Xsi be the union of affine non-
vanishing loci Xsi associated with global sections si ∈ Γ (X ,Li) of line bundles Li on X where
i = 1, ...,n. Denote by j : U ⊂ X the open immersion. Let b : M→ B be a map of complexes of
quasi-coherent OX -modules such that its restriction j∗b to U is a quasi-isomorphism. If B is a
bounded complex of vector bundles on X, then there is a map of complexes a : A→M such that
its restriction to U is a quasi-isomorphism and A is a bounded complex of vector bundles on X.

Proof:

We prove the lemma by induction on n. For n = 1, this is Lemma A.4.5. Let U0 =
⋃n−1

i=1 Xsi ⊂ X .
By the induction hypothesis, there is map a0 : A0 → M from a bounded complex of vector
bundles A0 such that a0 is a quasi-isomorphism when restricted to U0. The induced map
b0 : C(a0)→C(ba0) on mapping cones is a quasi-isomorphism when restricted to U (hence
when restricted to Xsn ) since b is. Moreover, both cones are acyclic on U0. Note that we have
a distinguished triangle A0 → M → C(a0)→ A0[1] in K Qcoh(X). Since Xsn is affine and
C(ba0) a bounded complex of vector bundles, Lemma A.4.5 implies the existence of a map
a1 : A1→C(a0) of complexes with A1 = C(ba0)⊗Lk

n a bounded complex of vector bundles
on X which is acyclic when restricted to U0, and a1 is a quasi-isomorphism when restricted to
Xsn . It follows that a1 is a quasi-isomorphism when restricted to U . Let A be a complex such
that A→ A1→ A0[1] extends to a distinguished triangle in K Qcoh(X) where the last map is
A1→C(a0)→ A0[1]. We can choose A to be a bounded complex of vector bundles because
A0 and A1 are also of this form. Let a : A→M be a map such that (a,a1,1A0[1]) is a map of
triangles. By the Five-lemma, the map a : A→M is a quasi-isomorphism when restricted to U .

�
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The following proposition is a more precise version of Proposition 3.4.6 in case X has an
ample line bundle. For a closed subscheme Z ⊂ X of a scheme X , denote by D b

Z Vect(X) ⊂
D b Vect(X) the full triangulated subcategory of those complexes of vector bundles which are
acyclic over X −Z. Recall from subsection 3.4.4 the definition of a “compact object” and of a
“compactly generated triangulated category”.

A.4.7 Proposition

Let X be a quasi-compact and separated scheme which has an ample family of line bundles
L1, ...,Ln. Let Z⊂X be a closed subset with quasi-compact open complement j :U = X−Z⊂X.
Then the following hold.

(a) D Qcoh(X) is a compactly generated triangulated category with generating set of compact
objects the set

L = { Lki
i [l] | i = 1, ...,n, ki < 0, ki, l ∈ Z }.

The inclusion Vect(X) ⊂ Qcoh(X) yields a triangle functor D b Vect(X) ⊂ D Qcoh(X)
which is fully faithful and induces an equivalence of D b Vect(X) with the triangulated
subcategory of compact objects in D Qcoh(X). In particular, D b Vect(X) is generated –
as an idempotent complete triangulated category – by the set of line bundles Lki

i where
i = 1, ...,n, where ki < 0 and ki ∈ Z.

(b) The following sequence of triangulated categories is exact up to factors

D b
Z Vect(X)→ D b Vect(X)→ D b Vect(U).

(c) The triangulated category D Z Qcoh(X) is compactly generated, and the inclusion
Vect(X)⊂ Qcoh(X) of vector bundles into quasi-coherent sheaves yields a fully faithful
triangle functor D b

Z Vect(X)⊂ D Z Qcoh(X) which induces an equivalence of D b
Z Vect(X)

with the triangulated subcategory of compact objects in D Z Qcoh(X).

Proof:

For (a), we first note that a vector bundle A on X is compact in D Qcoh(X). This is because the
functor E 7→ Hom(A,E) is, in the notation of Subsection A.3.2, the same as the functor E 7→
H0(Rg∗(E⊗A∨)). The latter functor commutes with infinite direct sums since its component
functors E 7→ E⊗A∨, Rg∗ and H0 : D (Z -Mod)→ Z -Mod have this property. Secondly, recall
that the compact objects form a triangulated subcategory. Therefore, every complex of vector
bundles is compact in D Qcoh(X). Next, we will check that the set L which consists of
compact objects generates D Qcoh(X). For that, let E be a complex such that every map
L→ E is zero in D Qcoh(X) when L ∈L . We have to show that E = 0 in D Qcoh(X), that is,
that H∗E = 0. Since L is closed under shifts, it suffices to show that the cohomology sheaf
H0E = ker(d0)/im(d−1) is zero where di is the i-th differential of E. By ampleness of the
family L1, ...,Ln, we can choose a surjection M� ker(d0) of quasi-coherent OX -modules with
M a (possibly infinite) direct sum of line bundles of the form Lki

i where i = 1, ...,n and ki < 0.
Composing the inclusion of complexes ker(d0)→ E with this surjection defines a map of
complexes M� ker(d0)→ E which induces a surjective map M = H0M� ker(d0)� H0E
of cohomology sheaves. Since every map Lki

i → E is zero in D Qcoh(X), the induced surjective
map M� H0E is the zero map, hence H0E = 0. Altogether, the arguments above show that
D Qcoh(X) is compactly generated by the set L . Finally, the triangle functors D b Vect(X)⊂
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D b Qcoh(X) ⊂ D Qcoh(X) are fully faithful. The first by the dual of Subsection 3.1.7 (b)
and the second by Subsection A.2.10. The remaining statements in (a) follow directly from
Neeman’s Theorem 3.4.5 (a) and from Subsection 3.1.7 (c).

For part (b), denote by U -quis the set of maps of complexes of vector bundles on X which
are quasi-isomorphisms when restricted to U = X−Z. By construction, the following sequence
of triangulated categories is exact

D b
Z Vect(X)→ D b Vect(X)→T (Chb Vect(X),U -quis),

and the triangle functor T (Chb Vect(X),U -quis)→ D b Vect(U) is conservative. Using Propo-
sition A.4.4 and Lemma A.4.6 we see that the last triangle functor is full. Any conservative and
full triangle functor is fully faithful, by Subsection A.2.4. Hence, the last triangle functor is
fully faithful. The restriction to U of an ample family of line bundles on X is an ample family of
line bundles on U . Therefore, part (a) shows that the triangle functor is also cofinal. It follows
that the sequence in part (b) of the Proposition is exact up to factors.

For part (c), we already know that the functor D b
Z Vect(X)→ D Z Qcoh(X) is fully faith-

ful since both categories are full subcategories of D Qcoh(X). By part (a), every object in
D b

Z Vect(X) is compact in D Qcoh(X). Since the inclusion D Z Qcoh(X) ⊂ D Qcoh(X) com-
mutes with infinite sums, the objects of D b

Z Vect(X) are also compact in D Z Qcoh(X). Let
S ⊂ D Z Qcoh(X) be the smallest full triangulated subcategory closed under arbitrary co-
products in D Z Qcoh(X) which contains D b

Z Vect(X). Then S is compactly generated with
category of compact objects D b

Z Vect(X). By Neeman’s Theorem 3.4.5 (b), the triangulated
category D Qcoh(X)/S is compactly generated. It has as category of compact objects the
idempotent completion of D b Vect(X)/D b

Z Vect(X). By part (b), this category is D b Vect(U).
The functor D Qcoh(X)/S → D Qcoh(U) preserves coproducts and compact objects, and
it induces an equivalence of categories of compact objects. Any triangle functor between
compactly generated triangulated categories which commutes with coproducts and which
induces an equivalence on compact objects is an equivalence. Therefore, the triangle functor
D Qcoh(X)/S → D Qcoh(U) is an equivalence. It follows that S = D Z Qcoh(X). �

For the remainder of the subsection, write D X (A,F) for maps in D Qcoh(X) from A to F ,
and similarly for U , V and U ∩V in place of X .

A.4.8 Lemma

Let X = U ∪V be a quasi-compact and separated scheme covered by two quasi-compact
open subschemes U, V . Then a complex A ∈ D Qcoh(X) is compact iff A|U ∈ D Qcoh(U) and
A|V ∈ D Qcoh(V ) are compact.

Proof:

Write j : U ↪→ X for the open immersion. Let A ∈ D Qcoh(X) be a compact object, and let
Fi ∈ D Qcoh(U) be a set of complexes on U where i ∈ I. In the sequence of equations

DU ( j∗A,
⊕

I Fi) = D X (A,R j∗
⊕

I Fi)

= D X (A,
⊕

I R j∗Fi)

=
⊕

I D X (A,R j∗Fi)

=
⊕

I DU ( j∗A,Fi),
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the first and last are justified by adjointness of j∗ and R j∗, the second by Subsection A.3.6, and
the third by compactness of A. This shows that A|U is compact. The same argument also shows
that A|V is compact.

For the other direction, assume that A|U and A|V are compact. Then A|U∩V is also compact,
by the argument above. Let Fi ∈ D Qcoh(X) be a set of complexes of quasi-coherent sheaves
on X where i ∈ I. We have

D X (A,R j∗ j∗
⊕

I Fi) = DU ( j∗A, j∗
⊕

I Fi) = DU ( j∗A,
⊕

I j∗Fi), (*)

by adjointness of j∗ and R j∗ and the fact that j∗ commutes with infinite sums (as it is a left
adjoint). Similarly, for V and U ∩V in place of U . For every i ∈ I, Lemma A.3.8 provides us
with a distinguished triangle

Fi −→ R j1∗( j∗1 Fi)⊕R j2∗( j∗2 Fi)−→ R j12∗( j∗12 Fi)−→ Fi[1] (**)

where j1 : U ⊂ X , j2 : V ⊂ X and j12 : U ∩V ⊂ X are the corresponding open immersions.
Taking direct sum, we obtain a distinguished triangle⊕

I Fi→
⊕

I R j1∗( j∗1 Fi)⊕
⊕

I R j2∗( j∗2 Fi)→
⊕

I R j12∗( j∗12 Fi)→
⊕

I Fi[1]

which receives a canonical map from (**). Using Lemma A.3.6, we have a canonical isomor-
phism

⊕
I Rg∗(g∗Fi)

∼=→ Rg∗(g∗
⊕

I Fi) for g = j1, j2, j12, and the last distinguished triangle
becomes⊕

I Fi→ R j1∗( j∗1
⊕

I Fi)⊕R j2∗( j∗2
⊕

I Fi)→ R j12∗( j∗12
⊕

I Fi)→
⊕

I Fi[1].

Applying the functor D X (A, ) to the last triangle, the triangles (**) and the natural map from
(**) to the last triangle, we obtain a map of long exact sequences of abelian groups. In view of
the identification (*) above, this is the commutative diagram

· · · →
⊕

ID X (A,Fi) →

��

⊕
IDU (A,Fi)⊕

⊕
IDV (A,Fi) →

∼=
��

⊕
IDU∩V (A,Fi)→ ···

∼=
��

· · · → D X (A,
⊕

IFi) → DU (A,
⊕

IFi)⊕DV (A,
⊕

IFi) →DU∩V (A,
⊕

IFi)→ ···

where we wrote DU (A,Fi) in place of DU (A|U ,Fi|U ), similarily for V and U ∩V . All but every
third vertical map in the diagram is an isomorphism, by compactness of A|U , A|V and A|U∩V .
By the Five Lemma, the remaining vertical maps are also isomorphisms. Hence, A is compact.

�

Let j : U ⊂ X be an open immersion of quasi-compact and separated schemes with closed
complement Z = X−U . Recall that j∗ : D Qcoh(X)→D Qcoh(U) has a right adjoint R j∗ such
that the counit of adjunction j∗R j∗→ 1 is an isomorphism. By Exercise A.2.8 (a), the inclusion
J : D Z Qcoh(X) ⊂ D Qcoh(X) has a right adjoint which we denote by R : D Qcoh(X)→
D Z Qcoh(X). It is part of a functorial distinguished triangle

JR(E)→ E→ R j∗ j∗E→ JR(E)[1]. (33)
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A.4.9 Lemma

Let X be a quasi-compact and separated scheme, Z ⊂ X a closed subset with quasi-compact
open complement j : U = X − Z ⊂ X. Then an object A ∈ D Z Qcoh(X) is compact in
D Z Qcoh(X) iff it is compact in D Qcoh(X)

Proof:

Let A be an object of D Z Qcoh(X). If A is compact in D Qcoh(X) then A is also compact
in D Z Qcoh(X) because the inclusion D Z Qcoh(X) ⊂ D Qcoh(X) commutes with infinite
coproducts.

For an object B ∈ D Z Qcoh(X), we have

D X (B,R j∗ j∗E) = DU ( j∗B, j∗E) = 0.

Therefore, the long exact sequence of hom-sets associated with the distinguished triangle (33)
yields an isomorphism D X (B,JRE) ∼= D X (B,E). Since j∗ and R j∗ commute with infinite
coproducts, the distinguished triangle (33) shows that IR : D Qcoh(X)→ D Qcoh(X) also
commutes with infinite coproducts. Let A be a compact object of D Z Qcoh(X), and let Fi be a
set of objects in D Qcoh(X) where i ∈ I. Then

D X (JA,
⊕

I Fi) = D X (JA,JR
⊕

I Fi) = D X (JA,
⊕

I JRFi) = D X (JA,J
⊕

I RFi)

= D Z Qcoh(X)(A,
⊕

I RFi) =
⊕

I D Z Qcoh(X)(A,RFi)

=
⊕

I D X (JA,Fi).

Thus, A is also compact in D Qcoh(X). �

A.4.10 Lemma

Let X be a quasi-compact and separated scheme, Z ⊂ X a closed subset with quasi-compact
open complement X−Z ⊂ X. Then the triangulated category D Z Qcoh(X) is compactly gener-
ated.

Proof:

The lemma is true when X has an ample family of line bundles, by Proposition A.4.7. In
particular, it is true for affine schemes and their quasi-compact open subschemes. The proof for
general quasi-compact and separated X is by induction on the number of elements in a finite
cover of X by open subschemes which have an ample family of line bundles. We only need
to prove the induction step. Assume X = U ∪V is covered by two open subschemes U and V
such that the lemma holds for U , V and U ∩V in place of X . Denote by i, ī, j, and j̄ the open
immersions V ↪→ X , U ∩V ↪→U , U ↪→ X , and U ∩V ↪→V , respectively.

Consider the diagram of triangulated categories

D Z−U Qcoh(X) J //

'
��

D Z Qcoh(X)
j∗ //

i∗

��

D Z∩U Qcoh(U)

ī∗

��
D Z∩V−U∩V Qcoh(V ) // D Z∩V Qcoh(V )

j̄∗ // D Z∩U∩V Qcoh(U ∩V )
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in which the rows are exact, by (the argument in the proof of) Lemma 3.4.3 (a), and the left
vertical map is an equivalence, by Lemma 3.4.3 (b).

Let A be a compact object of D Z∩U Qcoh(U). We will show that E = A⊕A[1] is (up to
isomorphism) the image j∗C of a compact object C of D Z Qcoh(X). By induction hypothesis,
the lower row in the diagram is an exact sequence of compactly generated triangulated in which
the functors preserve infinite coproducts and compact objects (Lemmas A.4.8 and A.4.9). By
Lemmas A.4.8 and A.4.9, ī∗A is compact. By Neeman’s Theorem 3.4.5 (b) and Remark 3.1.14,
there is a compact object B of D Z∩V Qcoh(V ) and an isomorphism g : j̄∗B

∼=→ ī∗E. Define the
object C of D Z Qcoh(X) to be the third object in the distinguished triangle in D Z Qcoh(X)

C −→ Ri∗B⊕R j∗E−→Ri j̄∗(ī∗E)−→C[1]

in which the middle map on the summands Ri∗B and R j∗E are given by the maps g : (i j̄)∗Ri∗B =
j̄∗B→ j̄∗E and id : (i j̄)∗R j∗E = ( jī)∗R j∗E = ī∗E→ ī∗E, in view of the adjunction between
R(i j̄)∗ and (i j̄)∗. By the Base-Change Lemma A.3.7, we have j∗C ∼= E and i∗C ∼= B. By
Lemmas A.4.8 and A.4.9, C is compact. Summarizing, every compact object of D Z∩U Qcoh(U)
is a direct factor of the image of a compact object of D Z Qcoh(X).

To finish the proof that D Z Qcoh(X) is compactly generated, let E be an object of
D Z Qcoh(X) such that every map from a compact object of D Z Qcoh(X) to E is trivial. We
have to show that E = 0. Since compact objects of D Z−U Qcoh(X) are also compact objects
of D Z Qcoh(X) (Lemma A.4.9), all maps from compact objects of D Z−U Qcoh(X) to E van-
ish. The category D Z−U Qcoh(X) is compactly generated. This is because it is equivalent
to D Z∩V∪(V−U) Qcoh(V ) which is compactly generated, by induction hypothesis. Therefore,
all maps from all objects of D Z−U Qcoh(X) to E are trivial. For the right adjoint R of J,
we therefore have R(E) = 0. The distinguished triangle (33) then shows that the unit of ad-
junction E → R j∗ j∗E is an isomorphism. I claim that j∗E = 0. For that, it suffices to show
that DU (A, j∗E) = 0 for all compact A ∈ D Z∩U Qcoh(U), since D Z∩U Qcoh(U) is compactly
generated, by induction hypothesis. All such compact A’s are direct factors of objects of the
form j∗C with C ∈D Z Qcoh(X) compact. Therefore, it suffices to show that DU ( j∗C, j∗E) = 0
for all compact C ∈ D Z Qcoh(X). But DU ( j∗C, j∗E) = DX (C,R j∗ j∗E) = DX (C,E) = 0. So
j∗E = 0. In view of the isomorphism E ∼= R j∗ j∗E, we have E = 0. �
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2002.

[Ful98] William Fulton. Intersection theory, volume 2 of Ergebnisse der Mathematik und
ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics [Results



Higher algebraic K-theory 225

in Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in
Mathematics]. Springer-Verlag, Berlin, second edition, 1998.
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Inst. Hautes Études Sci. Publ. Math., (4):228, 1960.
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1 Introduction

The purpose of these four lectures is to provide an introduction to the theory of dg-categories.
There are several possible points of view to present the subject, and my choice has been

to emphasised its relations with the localization problem (in the sense of category theory). In
the same way that the notion of complexes can be introduced for the need of derived functors,
dg-categories will be introduced here for the need of a derived version of the localization
construction. The purpose of the first lecture is precisely to recall the notion of the localization
of a category and to try to explain its bad behaviour throught several examples. In the second
part of the first lecture I will introduce the notion of dg-categories and quasi-equivalences, and
explain how they can be used in order to state a refined version of the notion of localization.
The existence and properties of this new localization will be studied in the next lectures.

The second lecture is concerned with reminders about model category theory, and its
applications to the study of dg-categories. The first part is a very brief overview of the basic
notions and results of the theory, and the second part presents the specific model categories
appearing in the context of dg-categories.

Lecture three goes into the heart of the subject and is concerned with the study of the
homotopy category of dg-categories. The key result is a description of the set of morphisms
in this homotopy category as the set of isomorphism classes of certain objects in a derived
category of bi-modules. This result possesses several important consequences, such as the
existence of localizations and of derived internal Homs for dg-categories. The very last part
of this third lecture presents the notion of triangulated dg-categories, which is a refined (and
better) version of the usual notion of triangulated categories.

The last lecture contains a few applications of the general theory explaining how the prob-
lems with localization mentioned in the first lecture are solved when working with dg-categories.
We start to show that triangulated dg-categories have functorial cones, unlike the case of trian-
gulated categories. We also show that many invariants (such as K-theory, Hochschild homology,
. . . ) are invariant of dg-categories, though it is know that they are not invariant of triangulated
categories. We also give a gluing statement, providing a way to glue objects in dg-categories in
a situation where it is not possible to glue objects in derived categories. To finish I will present
the notion of saturated dg-categories and explain how they can be used in order to define a
secondary K-theory.
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2 Lecture 1: DG-categories and localization

The purpose of this first lecture is to explain one motivation for working with dg-categories
concerned with the localization construction in category theory (in the sense of Gabriel-Zisman,
see below). I will start by presenting some very concrete problems often encountered when
using the localization construction. In a second part I will introduce the homotopy category
of dg-categories, and propose it as a setting in order to define a better behaved localization
construction. This homotopy category of dg-categories will be further studied in the next
lectures.

2.1 The Gabriel-Zisman localization

Let C be a category and S be a subset of the set of morphisms in C 1. A localization of C with
respect to S is the data of a category S−1C and a functor

l : C −→ S−1C

satisfying the following property: for any category D the functor induced by composition with l

l∗ : Hom(S−1C,D)−→ Hom(C,D)

is fully faithful and its essential image consists of all functors f : C −→ D such that f (s) is
an isomorphism in D for any s ∈ S (here Hom(A,B) denotes the category of functors from a
category A to another category B).

Using the definition it is not difficult to show that if a localization exists then it is unique, up
to an equivalence of categories, which is itself unique up to a unique isomorphism. It can also
be proved that a localization always exists. One possible proof of the existence of localizations
is as follows. Let I be the category with two objects 0 and 1 and a unique morphism u : 0→ 1.
In the same way, let I be the category with two objects 0 and 1 and with a unique isomorphism
u : 0→ 1. There exists a natural functor I −→ I sending 0 to 0, 1 to 1 and u to u. Let now C be
a category and S be a set of morphisms in C. For any s ∈ S, with source x ∈C and target y ∈C,
we define a functor is : I −→C sending 0 to x, 1 to y and u to s. We get this way a diagram of
categories and functors

C

⊔
s∈S I

⊔
is

OO

// ⊔
s I.

We consider this as a diagram in the category of categories (objects are categories and mor-
phisms are functors), and we form the push-out

1 In these lectures I will not take into account set theory problems, and will do as if all
categories were small. I warn the ready that, at some point, we will have to consider non-
small categories, and thus that these set theory problems should be solved somehow. On
possible solution is for instance by fixing various Grothendieck universes (see [?, Exp. 1]).
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C // C′

⊔
s∈S I

⊔
is

OO

// ⊔
s I

OO

It is not hard to show that for any category D the category of functors Hom(C′,D) is isomorphic
to the full sub-category of Hom(C,D) consiting of all functors sending elements of S to
isomorphisms in D. In particular, the induced functor C −→C′ is a localization in the sense we
defined above.

The only non-obvious point with this argument is the fact that the category of categories
possesses push-outs and even all kind of limits and colimits. One possible way to see this is by
noticing that the category of small categories is monadic over the category of (oriented) graphs,
and to use a general result of existence of colimits in monadic categories (see e.g. [EKMM,
II-Prop. 7.4]).

In general localizations are extremely difficult to describe in a useful manner, and the
existence of localizations does not say much in practice (though it is sometimes useful to
know that they exist). The push-out constructions mentioned above can be explicited to give a
description of the localization C′. Explicitly, C′ has the same objects as C itself. Morphisms
between two objects x and y in C′ are represented by strings of arrows in C

x // x1 x2oo // x3 . . .oo xnoo // y,

for which all the arrows going backwards are assumed to be in S. To get the right set of
morphisms in C′ we need to say when two such strings define the same morphism (see [G-Z,
§I.1.1] for details). This description for the localization is rather concrete, however it is most
often useless in practice.

The following short list of examples show that localized categories are often encountered
and provide interesting categories in general.

Examples:

(a) If all morphisms in S are isomorphisms then the identity functor C→C is a localization.
(b) If S consists of all morphisms in C, then S−1C is the groupoid completion of C. When C

has a unique objet with a monoid M of endomorphisms, then S−1C has unique object with
the group M+ as automorphisms (M+ is the group completion of the monoid M).

(c) Let R be a ring and C(R) be the category of (unbounded) complexes over R. Its objects are
families of R-modules {En}n∈Z together with maps dn : En→ En+1 such that dn+1dn = 0.
Morphisms are simply families of morphisms commuting with the d’s. Finally, for E ∈
C(R), we can define its n-th cohomology by Hn(E) := Ker(dn)/Im(dn−1), which is an
R-module. The construction E 7→ Hn(E) provides a functor Hn from C(R) to R-modules.
A morphism f : E −→ F in C(R) is called a quasi-isomorphism if for all i ∈ Z the induced
map

H i( f ) : H i(E)−→ H i(F)

is an isomorphism. We let S be the set of quasi-isomorphisms in C(R). Then S−1C(R) is
the derived category of R and is denoted by D(R). Understanding the hidden structures of
derived categories is one of the main objectives of dg-category theory.
Any R-module M can be considered as a complex concentrated in degree 0, and thus as
an object in D(R). More generally, if n ∈ Z, we can consider the object M[n] which is
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the complex concentrated in degre −n and with values M. It can be shown that for two
R-modules M and N there exists a natural isomorphism

HomD(R)(M,N[n])' Extn(M,N).

(d) Let Cat be the category of categories: its objects are categories and its morphisms are
functors. We let S be the set of categorical equivalences. The localization category S−1Cat
is called the homotopy category of categories. It can be shown quite easily that S−1Cat
is equivalent to the category whose objetcs are categories and whose morphismes are
isomorphism classes of functors (see exercice 2.1.2).

(e) Let Top be the category of topological spaces and continuous maps. A morphism f :
X −→ Y is called a weak equivalence if it induces isomorphisms on all homotopy groups
(with respect to all base points). If S denotes the set of weak equivalences then S−1Top is
called the homotopy category of spaces. It can be shown that S−1Top is equivalent to the
category whose objects are CW -complexes and whose morphisms are homotopy classes
of continuous maps.

One comment before going on. Let us denote by Ho(Cat) the category S−1Cat considered
in example (4) above. Let C be a category and S be a set of morphisms in C. We define a functor

F : Ho(Cat)−→ Set

sending a category D to the set of all isomorphism classes of functors C −→ D sending S to
isomorphisms. The functor F is therefore a sub-functor of the functor hC corepresented by C.
Another way to consider localization is by stating that the functor F is corepresentable by an
object S−1C ∈ Ho(Cat). This last point of view is a bit less precise as the original notion of
localizations, as the object S−1C satisfies a universal property only on the level of isomorphism
classes of functors and not on the level of categories of functors themselves. However, this
point of view is often useful and enough in practice.

Exercise 2.1.1 Let C and D be two categories and S (resp. T ) be a set of morphisms in C (resp.
in D) containing the identities.

(a) Prove that the natural functor

C×D−→ (S−1C)× (T−1D)

is a localization of C×D with respect to the set S× T . In other words localizations
commutes with finite products.

(b) We assume that there exist two functors

f : C −→ D C←− D : g

with f (S)⊂ T and g(T )⊂ S. We also assume that there exists two natural transformations
h : f g⇒ id and k : g f ⇒ id such that for any x ∈ C (resp. y ∈ D) the morphism k(y) :
g( f (x))→ x (resp. h(y) : f (g(y))→ y) is in S (resp. in T ). Prove that the induced functors

f : S−1C −→ T−1D S−1C←− T−1D : g

are equivalences inverse to each other.
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(c) If S consists of all morphisms in C and if C has a final or initial object then C −→ ∗ is a
localization of C with respect to S.

Exercise 2.1.2 Let Cat be the category of categories and functors, and let [Cat] be the category
whose objects are categories and whose morphisms are isomorphism classes of functors (i.e.
Hom[Cat](C,D) is the set of isomorphism classes of objects in Hom(C,D)). Show that the
natural projection

Cat −→ [Cat]

is a localization of Cat along the subset of equivalences of categories (prove directly that it has
the correct universal property).

2.2 Bad behavior of the Gabriel-Zisman localization

In these lectures we will be mainly interested in localized categories of the type D(R) for some
ring R (or some more general object, see lecture 2). I will therefore explain the bad behaviour of
the localization using examples of derived categories. However, this bad behaviour is a general
fact and also applies to other examples of localized categories.

Though the localization construction is useful to construct interesting new categories, the
resulting localized categories are in general badly behaved. Often, the category to be localized
has some nice properties, such as the existence of limits and colimits or being abelian, but these
properties are lost after localization. Here is a sample of problems often encountered in practice.

(a) The derived category D(R) lacks the standard categorical constructions of limits and
colimits. There exists a non-zero morphism e : Z/2−→ Z/2[1] in D(Z), corresponding to
the non-zero element in Ext1(Z/2,Z/2) (recall that Ext i(M,N)' [M,N[i]], where N[i] is
the complex whose only non-zero part is N in degree−i, and [−,−] denotes the morphisms
in D(R)). Suppose that the morphism e has a kernel, i.e. that a fiber product

X //

��

Z/2

e

��
0 // Z/2[1]

exists in D(Z). Then, for any integer i, we have a short exact sequence

0 // [Z,X [i]] // [Z,Z/2[i]] // [Z,Z/2[i+1]],

or in other words

0 // H i(X) // H i(Z/2) // H i+1(Z/2).

This implies that X −→ Z/2 is a quasi-isomorphism, and thus an isomorphism in D(Z).
In particular e = 0, which is a contradiction.
A consequence of this is that D(R) is not an abelian category, though the category of
complexes itself C(R) is abelian.
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(b) The fact that D(R) has no limits and colimits might not be a problem by itself, as it is
possible to think of interesting categories which do not have limits and colimits (e.g. any
non-trivial groupoid has no final object). However, the case of D(R) is very frustating as it
seems that D(R) is very close to having limits and colimits. For instance it is possbile to
show that D(R) admits homotopy limits and homotopy colimits in the following sense. For
a category I, let C(R)I be the category of functors from I to C(R). A morphism f : F −→G
(i.e. a natural transformation between two functors F,G : I −→C(R)) is called a levelwise
quasi-isomorphism if for any i ∈ I the induced morphism f (i) : F(i)−→ G(i) is a quasi-
isomorphism in C(R). We denote by D(R, I) the category C(R)I localized along levelwise
quasi-isomorphisms. The constant diagram functor C(R) −→ C(R)I is compatibe with
localizations on both sides and provides a functor

c : D(R)−→ D(R, I).

It can then been shown that the functor c has a left and a right adjoint denoted by

HocolimI : D(R, I)−→ D(R) D(R)←− D(R, I) : HolimI ,

called the homotopy colimit and the homotopy limit functor. Homotopy limits and colimits
are very good replacement of the notions of limits and colimits, as they are the best possible
approximation of the colimit and limit functors that are compatible with the notion of
quasi-isomorphisms. However, this is quite unsatisfactory as the category D(R, I) depends
on more than the category D(R) alone (note that D(R, I) is not equivalent to D(R)I), and
in general it is impossible to recontruct D(R, I) from D(R).

(c) To the ring R are associated several invariants such as its K-theory spectrum, its Hochschild
(resp. cyclic) homology . . . . It is tempting to think that these invariants can be directly
defined on the level of derived categories, but this is not the case (see [?]). However,
it has been noticed that these invariants only depend on R up to some notion of equiv-
alence that is much weaker than the notion of isomorphism. For instance, any functor
D(R) −→ D(R′) which is induced by a complex of (R,R′)-bi-modules induces a map
on K-theory, Hochschild homology and cyclic homology. However, it is not clear that
every functor D(R) −→ D(R′) comes from a complex of (R,R′)-bi-modules (there are
counter examples when R and R′ are dg-algebras, see [Du-Sh, 2.5,6.8]). Definitely, the
derived category of complexes of (R,R′)-bi-modules is not equivalent to the category of
functors D(R) −→ D(R′). This is again an unsatisfactory situation and it is then quite
difficult (if not impossible) to understand the true nature of these invariants (i.e. of which
mathematical structures are they truly invariants ?).

(d) Another important problem with the categories D(R) is their non local nature. To explain
this let P1 be the projective line (e.g. over Z). As a scheme P1 is the push-out

SpecZ[X ,X−1] //

��

SpecZ[T ]

��
SpecZ[U ] // P1,

where T is sent to X and U is sent to X−1. According to the push-out square, the category
of quasi-coherent sheaves on P1 can be described as the (2-categorical) pull-back
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QCoh(P1) //

��

Mod(Z[T ])

��
Mod(Z[U ]) // Mod(Z[X ,X−1]).

In other words, a quasi-coherent module on P1 is the same thing as a triple (M,N,u),
where M (resp. N) is a Z[T ]-module (resp. Z[U ]-module), and u is an isomorphism

u : M⊗Z[T ]Z[X ,X−1]' N⊗Z[U ]Z[X ,X−1]

of Z[X ,X−1]-modules. This property is extremely useful in order to reduce problems of
quasi-coherent sheaves on schemes to problems of modules over rings. Unfortunately, this
property is lost when passing to the derived categories. The square

Dqcoh(P1) //

��

D(Z[T ])

��
D(Z[U ]) // D(Z[X ,X−1]),

is not cartesian (in the 2-categorical sense) anymore (e.g. there exist non zero morphisms
OX −→OX (−2)[1] that go to zero as a morphism in D(Z[U ])×D(Z[X ,X−1]) D(Z[T ])). The
derived categories of the affine pieces of P1 do not determine the derived category of
quasi-coherent sheaves on P1.

The list of problems above suggests the existence of a some sort of categorical structure
lying in between the category of complexes C(R) and its derived category D(R), which is
rather close to D(R) (i.e. in which the quasi-isomorphisms are inverted in some sense), but for
which (1)− (4) above are no longer a problem. There exist several possible approaches, and
my purpose is to present one of them using dg-categories.

Exercise 2.2.1 Let I = BN be the category with a unique object ∗ and with the monoid N
of natural numbers as endomorphism of this object. There is a bijection between the set of
functors from I to a category C and the set of pairs (x,h), where x in an object in C and h is an
endomorphism of x.

Let R be a commutative ring.

(a) Show that there is a natural equivalence of categories

D(R, I)' D(R[X ]),

where D(R, I) is the derived category of I-diagram of complexes of R-modules as described
in example (2) above. Deduce from this that D(R, I) is never an abelian category (unless
R = 0).

(b) Prove that D(R) is abelian when R is a field (show that D(R) is equivalent to the category
of Z-graded R-vector spaces).

(c) Deduce that D(R, I) and D(R)I can not be equivalent in general.
(d) Let now I be the category with two objects 0 and 1 and a unique morphism from 1 to 0.

Using a similar approach as above show that D(R, I) and D(R)I are not equivalent in
general.
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2.3 DG-categories and dg-functors

We now fix a base commutative ring k. Unless specified, all the modules and tensor products
will be over k.

2.3.1 DG-categories

We start by recalling that a dg-category T (over k) consists of the following data.

• A set of objects Ob(T ), also sometimes denoted by T itself.
• For any pair of objects (x,y) ∈ Ob(T )2 a complex T (x,y) ∈C(k).
• For any triple (x,y,z) ∈ Ob(T )3 a composition morphism µx,y,z : T (x,y)⊗ T (y,z) −→

T (x,z).
• For any object x ∈ Ob(T ), a morphism ex : k −→ T (x,x).

These data are required to satisfy the following associativity and unit conditions.

(a) (Associativity) For any four objects (x,y,z, t) in T , the following diagram

T (x,y)⊗T (y,z)⊗T (z, t)
id⊗µy,z,t //

µx,y,z⊗id

��

T (x,y)⊗T (y, t)

µx,y,t

��
T (x,z)⊗T (z, t)

µx,z,t

// T (x, t)

commutes.
(b) (Unit) For any (x,y) ∈ Ob(T )2 the two morphisms

T (x,y)' k⊗T (x,y)
ex⊗id // T (x,x)⊗T (x,y)

µx,x,y // T (x,y)

T (x,y)' T (x,y)⊗ k
id⊗ey // T (x,y)⊗T (y,y)

µx,y,y // T (x,y)

are equal to the identities.

In a more explicit way, a dg-category T can also be described as follows. It has a set of
objects Ob(T ). For any two objects x and y, and any n ∈ Z it has a k-module T (x,y)n, though
as morphisms of degre n from x to y. For three objects x, y and z, and any integers n and m
there is a composition map

T (x,y)n×T (y,z)m −→ T (x,z)n+m

which is bilinear and associative. For any object x, there is an element ex ∈ T (x,x)0, which is
a unit for the composition. For any two objects x and y there is a differential d : T (x,y)n −→
T (x,y)n+1, such that d2 = 0. And finally, we have the graded Leibnitz rule

d( f ◦g) = d( f )◦g+(−1)m f ◦d(g),

for f and g two composable morphisms, with f of degree m. Note that this implies that
d(ex) = 0, and thus that ex is always a zero cycle in the complex T (x,x).
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On a more conceptual side, a dg-category is a C(k)-enriched category in the sense of [Kel],
where C(k) is the symmetric monoidal category of complexes of k-modules. All the basic
notions of dg-categories presented in these notes can be expressed in terms of enriched category
theory, but we will not use this point of view. We, however, encourage the reader to consult [?]
and to (re)consider the definitions of dg-categories, dg-functors, tensor product of dg-categories
. . . in the light of enriched category theory.

Examples:

(a) A very simple example is the opposite dg-category T op of a dg-category T . The set of
objects of T op is the same as the one of T , and we set

T op(x,y) := T (y,x)

together with the obvious composition maps

T (y,x)⊗T (z,y)' T (z,y)⊗T (y,x)−→ T (z,x),

where the first isomorphism is the symmetry isomorphism of the monoidal structure on
the category of complexes (see [Bour, §X.4.1] for the signs rule).

(b) A fundamental example of dg-category over k is the one given by considering the category
of complexes over k itself. Indeed, we define a dg-category C(k) by setting its set of
objects to be the set of complexes of k-modules. For two complexes E and F , we define
C(k)(E,F) to be the complex Hom∗(E,F) of morphisms from E to F . Recall, that for any
n ∈ Z the k-module of elements of degre n in Hom∗(E,F) is given by

Homn(E,F) := ∏
i∈Z

Hom(E i,F i+n).

The differential
d : Homn(E,F)−→ Homn+1(E,F)

sends a family { f i}i∈Z to the family {d◦ f i−(−1)n f i+1 ◦d}i∈Z. Note that the zero cycles
in Hom∗(E,F) are precisely the morphisms of complexes from E to F . The composition
of morphisms induces composition morphisms

Homn(E,F)×Homm(E,F)−→ Homn+m(E,F).

It is easy to check that these data defines a dg-category C(k).
(c) There is slight generalization of the previous example for the category C(R) of complexes

of (left) R-modules, where R is any associative and unital k-algebra. Indeed, for two
complexes of R-modules E and F , there is a complex Hom∗(E,F) defined as in the
previous example. The only difference is that now Hom∗(E,F) is only a complex of
k-modules and not of R-modules in general (except when R is commutative). These
complexes define a dg-category C(R) whose objects are complexes of R-modules.

(d) A far reaching generalization of the two previous examples is the case of complexes of
objects in any k-linear Grothendieck category (i.e. an abelian cocomplete category with a
small generator and for which filtered colimits are exact, or equivalently a localization of a
modules category, see [G-P]). Indeed, for such a category A and two complexes E and F
of objects in A , we define a complex of k-modules Hom∗(E,F) as above

Homn(E,F) := ∏
i∈Z

Hom(E i,F i+n),
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with the differential given by the same formula as in example (2). The composition of
morphisms induce morphisms

Homn(E,F)×Homm(F,G)−→ Homn+m(E,G).

It is easy to check that these data define a dg-category whose objects are complexes in A .
It will be denoted by C(A ).

(e) From a dg-category T , we can construct a category Z0(T ) of 0-cycles as follows. It has
the same objects as T , and for two such objects x and y the set of morphisms between x
and y in Z0(T ) is defined to be the set of 0-cycles in T (x,y) (i.e. degre zero morphisms
f ∈ T (x,y)0 such that d( f ) = 0. The Leibniz rule implies that the composition of two
0-cycles is again a 0-cycle, and thus we have induced composition maps

Z0(T (x,y))×Z0(T (y,z))−→ Z0(T (x,z)).

These composition maps define the category Z0(T ). The category Z0(T ) is often named
the underlying category of T . We observe that Z0(T ) is more precisely a k-linear category
(i.e. that Homs sets are endowed with k-module structures such that the composition maps
are bilinear).
For instance, let A be a Grothendieck category and C(A ) its associated dg-category of
complexes as defined in example (4) above. The underlying category of C(A ) is then
isomorphic to the usual category C(A ) of complexes and morphisms of complexes in A .

(f) Conversely, if C is a k-linear category we view C as a dg-category in a rather obvious way.
The set of objects is the same of the one of C, and the complex of morphisms from x to y is
simply the complex C(x,y)[0], which is C(x,y) in degre 0 and 0 elsewhere. In the sequel,
every k-linear category will be considered as a dg-category in this obvious way. Note that,
this way the category of k-linear categories and k-linear functors form a full sub-category
of dg-categories and dg-functors (see §1.3.2 below).

(g) A dg-category T with a unique object is essentially the same thing as a dg-algebra. Indeed,
if x is the unique object the composition law on T (x,x) induces a unital and associative dg-
algebra structure on T (x,x). Conversely, if B is a unital and associative dg-algebra we can
construct a dg-category T with a unique object x and with T (x,x) := B. The multiplication
in B is then used to define the composition on T (x,x).

(h) Here is now a non-trivial example of a dg-category arising from geometry. In this example
k = R. Let X be a differential manifold (say C ∞). Recall that a flat vector bundle on X
consists the data of a smooth (real) vector bundle V on X together with a connexion

∇ : A0(X ,V )−→ A1(X ,V ),

(where An(X ,V ) is the space of smooth n-forms on X with coefficients in V ) such that
∇2 = 0. For two such flat bundles (V,∇V ) and (W,∇W ) we define a complex A∗DR(V,W )
by

A∗DR(V,W )n := An(X ,Hom(V,W )),

where Hom(V,W ) is the vector bundle of morphisms from V to W . The differential

d : An
DR(V,W )−→ An+1

DR (V,W )

is defined by sending ω⊗ f to d(ω)⊗ f +(−1)nω ∧∇( f ). Here, ∇( f ) is the 1-form with
coefficients in Hom(V,W ) defined by

∇( f ) := ∇W ◦ f − ( f ⊗ id)◦∇V .
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The fact that ∇2
V = ∇2

W = 0 implies that A∗DR(V,W ) is a complex. Moreover, we define a
composition

An
DR(U,V )×Am

DR(V,W )−→ An+m(U,W )

for three flat bundles U , V and W by

(ω⊗ f ).(ω ′⊗g) := (ω ∧ω
′)⊗ ( f ◦g).

It is easy to check that these data defines a dg-category TDR(X) (over R) whose objects
are flat bundles on X , and whose complex of morphisms from (V,∇V ) to (W,∇W ) are the
complexes A∗DR(V,W ).
By construction the underlying category of TDR(X) is the category of flat bundles and flat
maps. By the famous Riemann-Hilbert correspondence (see [De] for the analog statement
in the complex analytic case) this category is thus equivalent to the category of finite
dimensional linear representations of the fundamental group of X , or equivalently of
finite dimensional local systems (i.e. of locally constant sheaves of finite dimensional
C-vector spaces). Moreover, for two flat bundles (V,∇V ) and (W,∇W ), corresponding to
two local systems L1 and L2, the cohomology group H i(TDR(X)(V,W )) = H i(A∗DR(V,W ))
is isomorphic to the Ext group Ext i(L1,L2), computed in the category of abelian sheaves
over X . Therefore, we see that even when X is simply connected the dg-category TDR(X)
contains interesting informations about the cohomology of X (even though the underlying
category of TDR(X) is simply the category of finite dimensional vector spaces).

(i) The previous example has the following complex analog. Now we let k = C, and X be a
complex manifold. We define a dg-category TDol(X) in the following way. The objects of
TDol(X) are the holomorphic complex vector bundles on X . For two such holomorphic
bundles V and W we let

TDol(X)(V,W ) := A∗Dol(V,W ),

where A∗Dol(V,W ) is the Dolbeault complex with coefficients in the vector bundle of
morphisms from V to W . Explicitely,

Aq
Dol(V,W ) := A0,q(X ,Hom(V,W ))

is the space of (0,q)-forms on X with coefficients in the holomorphic bundle Hom(V,W )
of morphisms from V to W . The differential

Aq
Dol(V,W )−→ Aq+1

Dol (V,W )

is the operator ∂ , sending ω⊗ f to

∂ (ω⊗ f ) := ∂ (ω)⊗ f +(−1)q
ω ∧∂ ( f ),

where ∂ ( f ) is defined by

∂ ( f ) = ∂W ◦ f − ( f ⊗ id)◦∂V ,

with
∂V : A0(X ,V )−→ A0,1(X ,V ) ∂W : A0(X ,W )−→ A0,1(X ,W )

being the operators induced by the holomorphic structures on V and W (see [Gr-Ha, Chap
0 §5]). As in the previous example we can define a composition

A∗Dol(U,V )×A∗Dol(V,W )−→ A∗Dol(U,W )
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for three holomorphic bundles U , V and W on X . These data defines a dg-category TDol(X)
(over C).
By construction, the underlying category of TDol(X) has objects the holomorphic vector
bundles, and the morphisms in this category are the C ∞-morphisms of complex vector
bundles f : V −→W satisfying ∂ ( f ) = 0, or equivalently the holomorphic morphisms. Mo-
roever, for two holomorphic vector bundles V and W the cohomology group H i(TDol(X))
is isomorphic to Ext i

OX
(V ,W ), the i-th ext-group between the associated sheaves of holo-

morphic sections (or equivalently the ext-group in the category of holomorphic coherent
sheaves). For instance, if 1 is the trivial vector bundle of rank 1 and V is any holomorphic
vector bundle, we have

H i(TDol(1,V ))' H i
Dol(X ,V ),

the i-th Dolbeault cohomology group of V .
The dg-category TDol(X) is important as it provides a rather explicit model for the derived
category of coherent sheaves on X . Indeed, the homotopy category H0(TDol(X)) (see
definition 2.3.1) is equivalent to the full sub-category of Db

coh(X), the bounded coherent
derived category of X , whose objects are holomorphic vector bundles. Also, for two such
holomorphic vector bundles V and W and all i we have

HomDb
coh(X)(V,W [i])' H i(TDol(X)(V,W ))' Ext i

OX
(V ,W ).

(j) Here is one last example of a dg-category in the topological context. We construct a
dg-category dgTop, whose set of objects is the set of all topological spaces. For two
topological spaces X and Y , we define a complex of morphisms dgTop(X ,Y ) in the
following way. We first consider Hom∆ (X ,Y ), the simplicial set (see [Ho1] for the notion
of simplicial sets) of continuous maps between X and Y : by definition the set of n-
simplicies in Hom∆ (X ,Y ) is the set of continuous maps X ×∆ n −→ Y , where ∆ n :=
{x ∈ [0,1]n+1/∑xi = 1} is the standard simplex of dimension n in Rn+1. The face and
degeneracy operators of Hom∆ (X ,Y ) are defined using the face embeddings (0≤ i≤ n)

di : ∆ n −→ ∆ n+1

x 7→ (x0, . . . ,xi−1,0,xi, . . .xn),

and the natural projections (0≤ i≤ n)

si : ∆ n+1 −→ ∆ n

x 7→ (x0, . . . ,xi + xi+1,xi+2, . . . ,xn+1).

Now, for any two topological spaces X and Y we set

dgTop(X ,Y ) := C∗(Hom∆ (X ,Y )),

the homology chain complex of Hom∆ (X ,Y ) with coefficients in k. Explicitly, Cn(Hom∆ (X ,Y ))
is the free k-module generated by continuous maps f : X×∆ n −→ Y . The differential of
such a map is given by the formula

d( f ) := ∑
0≤i≤n

(−1)idi( f ),

where di( f ) is the map X×∆ n−1 −→ Y obtained by composition

X×∆ n−1
id×di // X×∆ n f // Y.
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For three topological spaces X , Y and Z, there exists a composition morphism at the level
of simplicial sets of continuous maps

Hom∆ (X ,Y )×Hom∆ (Y,Z)−→ Hom∆ (X ,Z).

This induces a morphism on the level of chain complexes

C∗(Hom∆ (X ,Y )×Hom∆ (Y,Z))−→C∗(Hom∆ (X ,Z)).

Composing this morphism with the famous Eilenberg-MacLane map (see [May, §29])

C∗(Hom∆ (X ,Y ))⊗C∗(Hom∆ (Y,Z))−→C∗(Hom∆ (X ,Y )×Hom∆ (Y,Z))

defines a composition

dgTop(X ,Y )⊗dgTop(Y,Z)−→ dgTop(X ,Z).

The fact that the Eilenberg-MacLane morphisms are associative and unital (they are
moreover commutative, see [May, §29]) implies that this defines a dg-category dgTop.

2.3.2 DG-functors

For two dg-categories T and T ′, a morphism of dg-categories (or simply a dg-functor) f :
T −→ T ′ consists of the following data.

• A map of sets f : Ob(T )−→ Ob(T ′).
• For any pair of objects (x,y) ∈ Ob(T )2, a morphism in C(k)

fx,y : T (x,y)−→ T ′( f (x), f (y)).

These data are required to satisfy the following associativity and unit conditions.

(a) For any (x,y,z) ∈ Ob(T )3 the following diagram

T (x,y)⊗T (y,z)
µx,y,z //

fx,y⊗ fy,z

��

T (x,z)

fx,z

��
T ′( f (x), f (y))⊗T ′( f (y), f (z))

µ ′f (x), f (y), f (z)

// T ′( f (x), f (z))

commutes.
(b) For any x ∈ Ob(T ), the following diagram

k
ex //

e′f (x) $$IIIIIIIIIII T (x,x)

fx,x

��
T ′( f (x), f (x))

commutes.

Examples:
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(a) Let T be any dg-category and x ∈ T be an object. We define a dg-functor

f = hx : T −→C(k)

in the following way (recall that C(k) is the dg-category of complexes over k). The map
on the set of objects sends an object y ∈ T to the complex T (x,y). For two objects y and z
in T we define a morphism

fy,z : T (y,z)−→C(k)( f (y), f (x)) = Hom∗(T (x,y),T (x,z)),

which by definition is the adjoint to the composition morphism

mx,y,z : T (x,y)⊗T (y,z)−→ T (x,z).

The associativity and unit condition on composition of morphisms in T imply that this
defines a morphism of dg-categories

hx : T −→C(k).

Dually, we can also define a morphism of dg-categories

hx : T op −→C(k)

by sending y to T (y,x).
(b) For any dg-category T there exists a dg-functor

T ⊗T op −→C(k),

sending a pair of objects (x,y) to the complex T (y,x). Here, T ⊗ T op denotes the dg-
category whose set of objects is Ob(T )×Ob(T ′), and whose complex of morphisms are
given by

(T ⊗T op)((x,y),(x′,y′)) := T (x,x′)⊗T (y′,y).

We refer to exercise 2.3.4 and §3.2 for more details about the tensor product of dg-
categories.

(c) Let R and S be two associative and unital k-algebras, and f : R −→ S be a k-morphism.
The morphism f induces two functors

f ∗ : C(R)−→C(S) C(R)←−C(S) : f∗,

adjoint to each others. The functor f∗ sends a complex of S-modules to the corresponding
complex of R-modules obtained by restricting the scalars from S to R by the morphism f .
Its left adjoint f ∗ sends a complex of R-modules E to the complex S⊗R E. It is not difficult
to show that the functors f∗ and f ∗ are compatible with the complex of morphisms Hom∗

and thus define morphisms of dg-categories

f ∗ : C(R)−→C(S) C(R)←−C(S) : f∗.

More generally, if f : A −→B is any k-linear functor between Grothendieck categories,
there is an induced morphism of dg-categories

f : C(A )−→C(B).
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(d) Let f : X −→Y be a C ∞-morphism between two differential manifolds. Then, the pull-back
for flat bundles and differential forms defines a morphism of dg-categories constructed in
our example 8

f ∗ : TDR(Y )−→ TDR(X).

In the same way, if now f is a holomorphic morphism between two complex varieties,
then there is a dg-functor

f ∗ : TDol(Y )−→ TDol(X)

ontained by pulling-back the holomorphic vector bundles and differential forms.

DG-functors can be composed in an obvious manner, and dg-categories together with
dg-functors form a category denoted by dg− catk (or dg− cat if the base ring k is clear).

For a dg-category T , we define a category H0(T ) in the following way. The set of objects
of H0(T ) is the same as the set of objects of T . For two objects x and y the set of morphisms in
H0(T ) is defined by

H0(T )(x,y) := H0(T (x,y)).

Finally, the composition of morphisms in H0(T ) is defined using the natural morphisms

H0(T (x,y))⊗H0(T (y,z))−→ H0(T (x,y)⊗T (y,z))

composed with the morphism

H0(µx,y,z) : H0(T (x,y)⊗T (y,z))−→ H0(T (x,z)).

Definition 2.3.1 The category H0(T ) is called the homotopy category of T .

Examples:

(a) If C is a k-linear category considered as a dg-category as explained in our example 6 above,
then H0(C) is naturally isomorphic to C itself.

(b) We have H0(T op) = H0(T )op for any dg-category T .
(c) For a k-algebra R, the homotopy category H0(C(R)) is usually denoted by K(R), and

is called the homotopy category of complexes of R-modules. More generally, if A is
a Grothendieck category, H0(C(A )) is denoted by K(A ), and is called the homotopy
category of complexes in A .

(d) If X is a differentiable manifold, then H0(TDR(X)) coincides with Z0(TDR(X)) and is
isomorphic to the category of flat bundles and flat maps between them. As we already
mentioned, this last category is equivalent by the Riemann-Hilbert correspondence to the
category of local systems on X .
When X is a complex manifold, we also have that H0(TDol(X)) coincides with Z0(TDol(X))
and is isomorphic to the category of holomorphic vector bundles and holomorphic maps
between them.

(e) The category H0(dgTop) is the category whose objects are topological spaces and whose
set of morphisms between X and Y is the free k-module over the set of homotopy classes
of maps from X to Y .

One of the most important notions in dg-category theory is the notion of quasi-equivalences,
a mixture in between quasi-isomorphisms and categorical equivalences.
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Definition 2.3.2 Let f : T −→ T ′ be a dg-functor between dg-categories

(a) The morphism f is quasi-fully faithful if for any two objects x and y in T the morphism
fx,y : T (x,y)−→ T ′( f (x), f (y)) is a quasi-isomorphism of complexes.

(b) The morphism f is quasi-essentially surjective if the induced functor H0( f ) : H0(T )−→
H0(T ′) is essentially surjective.

(c) The morphism f is a quasi-equivalence if it is quasi-fully faithful and quasi-essentially
surjective.

We will be mainly interested in dg-categories up to quasi-equivalences. We therefore
introduce the following category.

Definition 2.3.3 The homotopy category of dg-categories is the category dg− cat localized
along quasi-equivalences. It is denoted by Ho(dg− cat). Morphisms in Ho(dg− cat) between
two dg-categories T and T ′ will often be denoted by

[T,T ′] := HomHo(dg−cat)(T,T ′).

Note that the construction T 7→H0(T ) provides a functor H0(−) : dg−cat −→Cat, which
descends as a functor on homotoy categories

H0(−) : Ho(dg− cat)−→ Ho(Cat).

Remark 1. In the last section we have seen that the localization construction is not well
behaved, but in the definition above we consider Ho(dg−cat) which is obtained by localization.
Therefore, the category Ho(dg− cat) will not be well behaved itself. In order to get the most
powerful approach the category dg− cat should have been itself localized in a more refined
maner (e.g. as a higher category, see [To2, §2]). We will not need such an evolved approach,
and the category Ho(dg− cat) will be enough for most of our purpose.

Examples:

(a) Let f : T −→ T ′ be a quasi-fully faithful dg-functor. We let T ′0 be the full (i.e. with the
same complexes of morphisms as T ′) sub-dg-category of T ′ consisting of all objects
x ∈ T ′ such that x is isomorphic in H0(T ′) to an object in the image of the induced functor
H0( f ) : H0(T )−→H0(T ′). Then the induced dg-functor T −→ T ′0 is a quasi-equivalence.

(b) Let f : R−→ S be a morphism of k-algebras. If the morphism of dg-categories

f ∗ : C(R)−→C(S)

is quasi-fully faithful then the morphism f is an isomorphism. Indeed, if f ∗ is quasi-fully
faithful we have that

Hom∗(R,R)−→ Hom∗(S,S)

is a quasi-isomorphism. Evaluating this morphism of complexes at H0 we find that the
induced morphism

R' H0(Hom∗(R,R))−→ H0(Hom∗(S,S))' S

is an isomorphism. This last morphism being f itself, we see that f is an isomorphism.
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(c) Suppose that T is a dg-category such that for all objects x and y we have H i(T (x,y)) = 0
for all i 6= 0. We are then going to show that T and H0(T ) are isomorphic in Ho(dg−cat).
We first define a dg-category T≤0 in the following way. The dg-category T≤0 possesses the
same set of objects as T itself. For two objects x and y we let

T≤0(x,y)n := T (x,y) i f n < 0 T≤0(x,y)n := 0 i f n > 0

and
T≤0(x,y)0 := Z0(T (x,y)) = Ker(d : T (x,y)0→ T (x,y)1).

The differential on T≤0(x,y) is simply induced by the one on T (x,y). It is not hard to see
that the composition morphisms of T induces composition morphisms

T≤0(x,y)n×T≤0(y,z)m −→ T≤0(x,z)n+m

which makes these data into a dg-category T≤0 (this is because the composition of two
0-cocycles is itself a 0-cocycle). Moreover, there is a natural dg-functor

T≤0 −→ T

which is the identity on the set of objects and the natural inclusions of complexes

T≤0(x,y)⊂ T (x,y)

on the level of morphisms. Now, we consider the natural dg-functor (here, as always, the
k-linear category H0(T ) is considered as a dg-category in the obvious way)

T≤0 −→ H0(T )

which is the identity on the set of objects and the natural projection

T≤0(x,y)−→ H0(T (x,y)) = H0(T≤0(x,y)) = T≤0(x,y)0/Im(T (x,y)−1→ T≤0(x,y)0)

on the level of morphisms. We thus have a diagram of dg-categories and dg-functors

H0(T ) T≤0 //oo T,

which by assumptions on T are all quasi-equivalences. This implies that T and H0(T )
becomes isomorphic as objects in Ho(dg− cat).

(d) Suppose that f : X −→ Y is a C ∞ morphism between differentiable manifolds, such that
there exists another C ∞ morphism g : Y −→ X and two C ∞ morphisms

h : X×R−→ X k : Y ×R−→ Y

with
hX×{0} = g f , hX×{1} = id kY×{0} = f g, kY×{1} = id.

Then the dg-functor
f ∗ : TDR(Y )−→ TDR(X)

is a quasi-equivalence. Indeed, we know that H0(TDR(X)) is equivalent to the category
of linear representations of the fundamental group of X . Therefore, as the morphism f
is in particular a homotopy equivalence it induces an isomorphisms on the level of the
fundamental groups, and thus the induced functor
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f ∗ : H0(TDR(Y ))−→ H0(TDR(X))

is an equivalence of categories. The fact that the dg-functor f ∗ is also quasi-fully faithful
follows from the homotopy invariance of de Rham cohomology, and more precisely from
the fact that the projection p : X×R−→ X induces a quasi-equivalence of dg-categories

p∗ : TDR(X)−→ TDR(X×R).

We will not give more details in these notes.
As particular case of the above statement we see that the projection Rn −→ ∗ induces a
quasi-equivalence

TDR(∗)−→ TDR(Rn).

As TDR(∗) is itself isomorphic to the category of finite dimensional real vector spaces, we
see that TDR(Rn) is quasi-equivalent to the category of finite dimensional vector spaces.

(e) Let now X be a connected complex manifold and p : X −→ ∗ be the natural projection.
Then the induced dg-functor

p∗ : TDol(∗)−→ TDol(X)

is quasi-fully faithful if and only if H i(X ,OX ) = 0 for all i 6= 0 (here OX is the sheaf of
holomorphic functions on X). Indeed, all the vector bundles are trivial on ∗. Moreover, for
1r and 1s two trivial vector bundles of rank r and s on ∗ we have

TDol(X)(p∗(1r), p∗(1s))' TDol(X)(1,1)rs,

where 1 also denotes the trivial holomorphic bundle on X . Therefore, p∗ is quasi-fully
faithful if and only if H i(TDol(X))(1,1) = 0 for all i 6= 0. As we have

H i(TDol(X)(1,1)) = H i
Dol(X ,1) = H i(X ,OX )

this implies the statement. As an example, we see that

TDol(∗)−→ TDol(Pn)

is quasi-fully faithful (here Pn denotes the complex projective space), but

TDol(∗)−→ TDol(E)

is not for any complex elliptic curve E.
More generally, if f : X −→ Y is any proper holomorphic morphism between complex
manifolds, then the dg-functor

f ∗ : TDol(Y )−→ TDol(X)

is quasi-fully faithful if and only if we have

Ri f∗(OX ) = 0 ∀ i > 0,

whereRi f∗(OX ) denotes the higher direct images of the coherent sheaf OX of holomorphic
functions on X (see e.g. [Gr-Ha]). We will not prove this statement in these notes. As
a consequence we see that f ∗ is quasi-fully faithful if it is a blow-up along a smooth
complex sub-manifold of Y , or if it is a bundle in complex projective spaces.
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(f) For more quasi-equivalences between dg-categories in the context of non-abelian Hodge
theory see [Si].

Exercise 2.3.4 (a) Let T and T ′ be two dg-categories. Show how to define a dg-category
T ⊗T ′ whose set of objects is the product of the sets of objects of T and T ’, and for any
two pairs (x,y) and (x′,y′)

(T ⊗T ′)((x,y),(x′,y′)) := T (x,y)⊗T ′(x′,y′).

(b) Show that the construction (T,T ′) 7→ T ⊗T ′ defines a symmetric monoidal structure on
the category dg− cat.

(c) Show that the symmetric monoidal structure ⊗ on dg− cat is closed (i.e. that for any two
dg-categories T and T ′ there exists a dg-category Hom(T,T ′) together with functorial
isomorphisms

Hom(T ′′,Hom(T,T ′))' Hom(T ′′⊗T,T ′).

Exercise 2.3.5 Let k→ k′ be a morphism of commutative rings, and dg−catk (resp. dg−catk′ )
the categories of dg-categories over k (resp. over k′).

(a) Show that there exists a forgetful functor

dg− catk′ −→ dg− catk

which consists of seing complexes over k′ as complexes over k using the morphism k→ k′.
(b) Show that this forgetful functor admits a left adjoint

−⊗k k′ : dg− catk −→ dg− catk′ .

(c) Let 1k′ be the dg-category over k with a single object and with k′ as k-algebra of endo-
morphisms of this object. Show that for any dg-category T over k, there exists a natural
isomorphism of dg-categories over k

T ⊗k k′ ' T ⊗1k′ ,

where the tensor product on the right is the one of dg-categories over k as defined in
exercice 2.3.4, and the left hand side is considered as an object in dg− catk throught the
forgetful functor.

(d) Show that the forgetful functor

dg− catk′ −→ dg− catk

also possesses a right adjoint

(−)k′/k : dg− catk −→ dg− catk′

(show that for any T ∈ dg− catk the dg-category Hom(1k′ ,T ) can be naturally endowed
with a structure of dg-category over k′).

Exercise 2.3.6 Let T be a dg-category and u ∈ Z0(T (x,y)) a morphism in its underlying
category. Show that the following four conditions are equivalent.

(a) The image of u in H0(T (x,y)) is an isomorphism in H0(T ).
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(b) There exists v ∈ Z0(T (y,x)) and two elements h ∈ T (x,x)−1, k ∈ T (y,y)−1 such that

d(h) = vu− ex d(k) = uv− ey.

(c) For any object z ∈ T , the composition with u

u◦− : T (z,x)−→ T (z,y)

is a quasi-isomorphism of complexes.
(d) For any object z ∈ T , the composition with u

−◦u : T (y,z)−→ T (x,z)

is a quasi-isomorphism of complexes.

Exercise 2.3.7 We denote by B the commutative k-dg-algebra whose underlying graded k-
algebra is a (graded commutative) polynomial algebra in two variables k[X ,Y ], with X in
degree 0, Y in degree −1 and d(Y ) = X2. We consider B as a dg-category with a unique object.

(a) Show that there exists a natural quasi-equivalence

p : B−→ k[X ]/(X2) =: k[ε],

where k[ε] is the commutative algebra of dual numbers, considered as a dg-category with
a unique object.

(b) Show that p does not admit a section in dg− cat. Deduce from this that unlike the case
of categories, there are quasi-equivalences T −→ T ′ in dg− cat such that the inverse
of f in Ho(dg− cat) can not be represented by a dg-functor T ′ −→ T in dg− cat (i.e.
quasi-inverses do not exist in general).

Exercise 2.3.8 Show that two k-linear categories are equivalent (as k-linear categories) if and
only if they are isomorphic in Ho(dg− cat).

2.4 Localizations as a dg-category

For a k-algebra R, the derived category D(R) is defined as a localization of the category C(R),
and thus has a universal property in Ho(Cat). The purpose of this series of lectures is to show
that C(R) can also be localized as a dg-category C(R) in order to get an object L(R) satisfying
a universal property in Ho(dg− cat). The two objects L(R) and D(R) will be related by the
formula

H0(L(R))' D(R),

and we will see that the extra information encoded in L(R) is enough in order to solve all the
problems mentioned in §1.2.

Let T be any dg-category, S be a subset of morphisms in the category H0(T ), and let us
define a subfunctor FT,S of the functor [T,−], corepresented by T ∈ Ho(dg− cat). We define

FT,S : Ho(dg− cat)−→ Ho(Cat)

by sending a dg-category T ′ to the subset of morphisms [T,T ′] consisting of all morphism f
whose induced functor H0( f ) : H0(T ) −→ H0(T ′) sends morphisms of S to isomorphisms
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in H0(T ′). Note that the functor H0( f ) is only determined as a morphism in Ho(Cat), or in
other words up to isomorphism. However, the property that H0( f ) sends elements of S to
isomorphisms is preserved under isomorphisms of functors, and thus only depends on the class
of H0( f ) as a morphism in Ho(Cat).

Definition 2.4.1 For T and S as above, a localization of T along S is a dg-category LST
corepresenting the functor FT,S.

To state the previous definition in more concrete terms, a localization is the data of a
dg-category LST and a dg-functor l : T −→ LST , such that for any dg-category T ′ the induced
map

l∗ : [LST,T ′]−→ [T,T ′]

is injective and identifies the left hand side with the subset FT,S(T ′)⊂ [T,T ′].

An important first question is the existence of localization as above. We will see that like
localizations of categories they always exist. This, of course, requires to know how to compute
the set [T,T ′] of morphisms in Ho(dg− cat). As the category Ho(dg− cat) is itself defined
by localization this is not an easy problem. We will give a solution to this question in the next
lectures, based on an approach using model category theory.

3 Lecture 2: Model categories and dg-categories

The purpose of this second lecture is to study in more details the category Ho(dg− cat).
Localizations of categories are very difficult to describe in general. The purpose of model
category theory is precisely to provide a general tool to describe localized categories. By
definition, a model category is a category together with three classes of morphisms, fibrations,
cofibrations and (weak) equivalences satisfying some axioms mimicking the topological notions
of Serre fibrations, cofibrations and weak homotopy equivalences. When M is a model category,
with W as equivalences, then the localized category W−1M possesses a very nice description
in terms of homotopy classes of morphisms between objects belonging to a certain class of
nicer objects called fibrant and cofibrant. A typical example is when M = Top is the category
of topological spaces and W is the class of weak equivalences (see example 5 of §2.1). Then
all objects are fibrant, but the cofibrant objects are the retracts of CW-complexes. It is well
known that the category W−1Top is equivalent to the category of CW-complexes and homotopy
classes of continuous maps between them.

In this lecture, I will start by some brief reminders on model categories. I will then explain
how model category structures appear in the context of dg-categories by describing the model
category of dg-categories (due to G. Tabuada, [Tab]) and the model category of dg-modules. We
will also see how model categories can be used in order to construct interesting dg-categories. In
the next lecture these model categories will be used in order to understand maps in Ho(dg−cat),
and to prove the existence of several important constructions such as localization and internal
Homs.



250 Toën Bertrand

3.1 Reminders on model categories

In this section we use the conventions of [Ho1] for the notion of model category. We also refer
the reader to this book for the proofs of the statements we will mention.

We let M be a category with arbitrary limits and colimits. Recall that a (closed) model
category structure on M is the data of three classes of morphisms in M, the fibrations Fib, the
cofibrations Co f and the equivalences W , satisfying the following axioms (see [Ho1]).

(a) If X
f // Y

g // Z are morphisms in M, then f , g and g f are all in W if and only if
two of them are in W .

(b) The fibrations, cofibrations and equivalences are all stable by retracts.
(c) Let

A
f //

i
��

X

p

��
B g

// Y

be a commutative square in M with i ∈Co f and p ∈ Fib. If either i or p is also in W then
there is a morphism h : B−→ X such that ph = g and hi = f .

(d) Any morphism f : X −→ Y can be factorized in two ways as f = pi and f = q j, with p ∈
Fib, i∈Co f ∩W , q∈ Fib∩W and j ∈Co f . Moreover, the existence of these factorizations
are required to be functorial in f .

The morphisms in Co f ∩W are usually called trivial cofibrations and the morphisms in
Fib∩W trivial fibrations. Objects x such that /0 −→ x is a cofibration are called cofibrant.
Dually, objects y such that y−→ ∗ is a fibration are called fibrant. The factorization axiom (4)
implies that for any object x there is a diagram

Qx i // x
p // Rx,

where i is a trivial fibration, p is a trivial cofibration, Qx is a cofibrant object and Rx is a fibrant
object. Moreover, the functorial caracter of the factorization states that the above diagram can
be, and will always be, chosen to be functorial in x.

Exercise 3.1.1 Let M be a model category and i : A −→ B a morphism. We assume that for
every commutative square

A
f //

i
��

X

p

��
B g

// Y,

with p a fibration (resp. a trivial fibration) there is a morphism h : B−→ X such that ph = g
and hi = f . Then i is a trivial cofibration (resp. a cofibration). (Hint: factor i using axiom (4)
and use the stability of Co f and W by retracts). As a consequence, the class Fib is determined
by W and Co f , and similarly the class Co f is determined by W and Fib.



Lectures on DG-categories 251

By definition, the homotopy category of a model category M is the localized category

Ho(M) := W−1M.

A model category structure is a rather simple notion, but in practice it is never easy to check
that three given classes Fib, Co f and W satisfy the four axioms above. This can be explained by
the fact that the existence of a model category structure on M has a very important consequence
on the localized category W−1M. For this, we introduce the notion of homotopy between
morphisms in M in the following way. Two morphisms f ,g : X −→ Y are called homotopic if
there is a commutative diagram in M

X

i
��

f

!!CCCCCCCCC

C(X) h // Y

X

j

OO

g

=={{{{{{{{{

satisfying the following two properties:

(a) There exists a morphism p : C(X)−→ X , which belongs to Fib∩W , such that pi = p j = id.
(b) The induced morphism

i
⊔

j : X
⊔

X −→C(X)

is a cofibration.

When X is cofibrant and Y is fibrant in M (i.e. /0 −→ X is a cofibration and Y −→ ∗ is a
fibration), it can be shown that being homotopic as defined above is an equivalence relation on
the set of morphisms from X to Y . This equivalence relation is shown to be compatible with
composition, which implies the existence of a category Mc f /∼, whose objects are cofibrant
and fibrant objects and morphisms are homotopy classes of morphisms.

It is easy to see that if two morphisms f and g are homotopic in M then they are equal in
W−1M. Indeed, in the diagram above defining the notion of being homotopic, the image of p
in Ho(M) is an isomorphism. Therefore, so are the images of i and j. Moreover, the inverses of
the images of i and j in Ho(M) are equal (because equal to the image of p), which implies that
i and j have the same image in Ho(M). This implies that the image of f and of g are also equal.
From this, we deduce that the localization functor

M −→ Ho(M)

restricted to the sub-category of cofibrant and fibrant objects Mc f induces a well defined functor

Mc f /∼−→ Ho(M).

The main statement of model category theory is that this last functor is an equivalence of
categories.

Our first main example of a model category will be C(k), the category of complexes over
some base commutative ring k. The fibrations are taken to be the degree-wise surjective mor-
phisms, and the equivalences are taken to be the quasi-isomorphisms. This determines the class
of cofibrations as the morphisms having the correct lifting property. It is an important theorem
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that this defines a model category structure on C(k) (see [Ho1]). The homotopy category of
this model category is by definition D(k) the derived category of k. Therefore, maps in D(k)
can be described as homotopy classes of morphisms between fibrant and cofibrant complexes.
As the cofibrant objects in C(k) are essentially the complexes of projective modules (see [Ho1]
or exercise 3.1.2 below) and that every object is fibrant, this gives back essentially the usual
way of describing maps in derived categories.

Exercise 3.1.2 (a) Prove that if E is a cofibrant object in C(k) then for any n∈Z the k-module
En is projective.

(b) Prove that if E is a complex which is bounded above (i.e. there is an n0 such that En = 0
for all n≥ n0), and such that En is projective for all n, then E is cofibrant.

(c) Contemplate the example in [Ho1, Rem. 2.3.7] of a complex of projective modules which
is not a cofibrant object in C(k).

Here are few more examples of model categories.

Examples:

(a) The category Top of topological spaces is a model category whose equivalences are
the weak equivalences (i.e. continuous maps inducing isomorphisms on all homotopy
groups) and whose fibrations are the Serre fibrations (see [Ho1, Def. 2.3.4]). All objects
are fibrant for this model category, and the typical cofibrant objects are the CW-complexes.
Its homotopy category Ho(Top) is also equivalent to the category of CW-complexes and
homotopy classes of continuous maps between them.

(b) For any model category M and any (small) category I we consider MI the category of
I-diagrams in M (i.e. of functors from I to M). We define a morphism f : F −→G in MI to
be a fibration (resp. an equivalence) if for all i ∈ I the induced morphism fi : F(i)−→G(i)
is a fibration (resp. an equivalence) in M. When M satisfies a technical extra condition,
precisely when M is cofibrantly generated (see [Ho1, §2.1]), then these notions define a
model category structure on MI . The construction M 7→MI is very useful as it allows to
construct new model categories from old ones.

(c) Let Cat be the category of categories. We define a morphism in Cat to be an equivalence
if it is a categorical equivalence, and a cofibration if it is injective on the set of objects.
This defines a model category structure on Cat (see [Jo-Ti]).

(d) Let A be any Grothendieck category and M = C(A ) be its category of complexes. Then
it can be shown that there exists a model category structure on M whose equivalences are
the quasi-isomorphisms and the cofibrations are the monomorphisms (see [Ho2]).

Exercise 3.1.3 Let M be a model category and Mor(M) be the category of morphisms in M
(objects are morphisms and morphisms are commutative squares in M). We define a morphism
( f ,g) : u−→ v

A
f //

u

��

A′

v

��
B g

// B′,
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to be an equivalence (resp. a fibration) if both f and g are equivalences (resp. fibrations) in M.
Show that this defines a model category structure on Mor(M). Show moreover that a morphism
( f ,g) a cofibration if and only if f is cofibration and the induced morphism

B
⊔
A

A′ −→ B′

are cofibrations in M.

Before going back to dg-catgeories we will need a more structured notion of a model
category structure, the notion of a C(k)-model category structure. Suppose that M is a model
category. A C(k)-model category structure on M is the data of a functor

−⊗− : C(k)×M −→M

satisfying the following two conditions.

(a) The functor ⊗ above defines a closed C(k)-module structure on M (see [Ho1, §4]). In
other words, we are given functorial isomorphisms in M

E⊗ (E ′⊗X)' (E⊗E ′)⊗X k⊗X ' X

for any E,E ′ ∈C(k) and X ∈M (satisfying the usual associativity and unit conditions, see
[Ho1, §4]). We are also given for two objects X and Y in M a complex Hom(X ,Y ) ∈C(k),
together with functorial isomorphisms of complexes

Hom(E,Hom(X ,Y ))' Hom(E⊗X ,Y )

for E ∈C(k), and X ,Y ∈M.
(b) For any cofibration i : E −→ E ′ in C(k), and any cofibration j : A−→ B in M, the induced

morphism
E⊗B

⊔
E⊗A

E ′⊗A−→ E ′⊗B

is a cofibration in M, which is moreover an equivalence if i or j is so.

Condition (1) above is a purely categorical stucture, and simply asserts the existence of an
enrichement of M into C(k) in a rather strong sense. The second condition is a compatibility
condition between this enrichement and the model structures on C(k) and M (which is the non
trivial part to check in practice).

Examples:
(a) The category C(k) can be considered as enriched over itself by using the tensor product of

complexes −⊗− : C(k)×C(k)−→C(k). For this tensoring it is a C(k)-model category
(this is another way to state that C(k) is a monoidal model category in the sense of [Ho1,
Def. 4.2.6]).

(b) Let X be a topological space. We let Sh(X ,k) be the category of sheaves of k-modules
and C(Sh(X ,k)) be the category of complexes in Sh(X ,k). As Sh(X ,k) is a Grothendieck
category, the category C(Sh(X ,k)) can be endowed with a model category structure for
which the equivalences are the quasi-isomorphisms and the cofibrations are the mono-
morphisms of complexes. The category Sh(X ,k) has a natural tensoring over the category
of k-modules, and this structure extends to a tensoring of C(Sh(X ,k)) over the category
C(k). Explicitely, if F is any sheaf of complexes of k-modules over X and E ∈C(k), we
let E⊗F to be the sheaf associated with the presheaf U 7→ E⊗F (U) ∈C(k). It can be
shown that this tensoring makes C(Sh(X ,k)) into a C(k)-model category.
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One main consequence for a model category M to be a C(k)-model category is that its
homotopy category Ho(M) comes equipped with a natural enrichment over D(k) = Ho(C(k)).
Explicitely, for two objects x and y in M we set

RHom(x,y) := Hom(Qx,Ry),

where Qx is a cofibrant replacement of x and Ry is a fibrant replacement of y. The object
RHom(x,y) ∈ D(k) can be seen to define an enrichment of Ho(M) into D(k) (see [Ho1, Thm.
4.3.4] for details). A direct consequence of this is the important formula

H0(RHom(x,y))' HomHo(M)(x,y).

Therefore, we see that if x and y are cofibrant and fibrant, then set of morphisms between x and
y in Ho(M) can be identified with H0(RHom(x,y)).

Exercise 3.1.4 Let f : M −→ N be a functor between two model categories.

(a) Show that if f preserves cofibrations and trivial cofibrations then it also preserves equiva-
lences between cofibrant objects.

(b) Assume that f preserves cofibrations and trivial cofibrations and that it does admit a right
adjoint g : N −→M. Show that g preserves fibrations and trivial fibrations.

(c) Under the same conditions as in (2), define

L f : Ho(M)−→ Ho(N)

by sending an object x to f (Qx) where Qx is a cofibrant replacement of x. In the same way,
define

Rg : Ho(M)−→ Ho(N)

by sending an object y to g(Ry) where Ry is a fibrant replacement of y. Show that L f and
Rg are adjoint functors.

3.2 Model categories and dg-categories

We start by the model category of dg-categories itself. The equivalences for this model structure
are the quasi-equivalences. The fibrations are defined to be the morphisms f : T −→ T ′

satisfying the following two properties. The cofibrations are then defined to be the morphisms
with the correct lifting property.

(a) For any two objects x and y in T , the induced morphism

fx,y : T (x,y)−→ T ′(( f (x), f (y))

is a fibration in C(k) (i.e. is surjective).
(b) For any isomorphism u′ : x′→ y′ in H0(T ′), and any y ∈ H0(T ) such that f (y) = y′, there

is an isomorphism u : x→ y in H0(T ) such that H0( f )(u) = u′.

Theorem 3.2.1 (see [Tab]) The above definitions define a model category structure on dg−
cat.
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This is a key statement in the homotopy theory of dg-categories, and many results in the
sequel will depend in an essential way from the existence of this model structure. We will not
try to describe its proof in these notes, this would lead us too far.

The theorem 3.2.1 is of course very useful, even though it is not very easy to find cofibrant
dg-categories and also to describe the homotopy equivalence relation in general. However, we
will see in the next lecture that this theorem implies another statement which provide a very
useful way to described maps in Ho(dg− cat). It is this last description that will be used in
order to check that localizations in the sense of dg-categories (see definition 2.4.1) always exist.

Exercise 3.2.2 (a) Let 1 be the dg-category with a unique object and k as endomorphism of
this object (this is also the unit for the monoidal structure on dg− cat). Show that 1 is a
cofibrant object.

(b) Let ∆ 1
k be the k-linear category with two objects 0 and 1 and with (all k’s are here placed

in degree 0)

∆
1
k (0,0) = k ∆

1
k (0,1) = k ∆

1
k (1,1) = k ∆

1
k (1,0) = 0

and obvious compositions (∆ 1
k is the k-linearization of the category with two objects and a

unique non trivial morphism between them). Show that ∆ 1
k is a cofibrant object.

(c) Use exercice 2.3.7 in order to show that k[ε] is not a cofibrant dg-category (when consid-
ered as a dg-category with a unique object).

(d) Let T be the dg-category with four objects x, x′, y and y′ and with the following non trivial
complex of morphisms (here we denote by k < x > the rank 1 free k-module with basis x)

T (x,x′)0 = k < f > T (x,y)0 = k < u > T (x′,y′)0 = k < u′> T (y,y′)0 = k < g >

T (x,y′)0 = k < u′ f >⊕k < gu > T (x,y′)−1 = k < h > T (x,y′)i = 0 f or i 6= 0,−1
such that d(h) = u′ f −gu. In other words, T is freely generated by four morphisms of degre
0, u, u′, f and g, one morphism of degre −1, h, and has a unique relation d(h) = u′ f −gu.
Show that there exists a trivial fibration

T −→ ∆
1
k ⊗∆

1
k .

Show moreover that this trivial fibration possesses no section, and conclude that ∆ 1
k ⊗∆ 1

k
is not a cofibrant dg-category.

Let now T be a dg-category. A T -dg-module is the data of a dg-functor F : T −→C(k). In
other words a T -dg-module F consists of the data of complexes Fx ∈C(k) for each object x of
T , together with morphisms

Fx⊗T (x,y)−→ Fy

for each objects x and y, satisfying the usual associativity and unit conditions. A morphism
of T -dg-module consists of a natural transformation between dg-functors (i.e. families of
morphisms Fx −→ F ′x commuting with the maps Fx⊗T (x,y)−→ Fy and F ′x ⊗T (x,y)−→ F ′y ).

We let T −Mod be the category of T -dg-modules. We define a model category structure
on T −Mod by defining equivalences (resp. fibrations) to be the morphisms f : F −→ F ′ such
that for all x ∈ T the induced morphism fx : Fx −→ F ′x is an equivalence (resp. a fibration) in
C(k). It is known that this defines a model category structure (see [To1]). This model category
is in a natural way a C(k)-model category, for which the C(k)-enrichment is defined by the
formula (E⊗F)x := E⊗Fx.
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Definition 3.2.3 The derived category of a dg-category T is

D(T ) := Ho(T −Mod).

The previous definition generalizes the derived categories of rings. Indeed, if R is a k-
algebra it can also be considered as a dg-category, sometimes denoted by BR, with a unique
object and R as endomorphism of this object (considered as a complex of k-modules concen-
trated in degree 0). Then D(BR) ' D(R). Indeed, a BR-dg-module is simply a complex of
R-modules.

Exercise 3.2.4 Let T be a dg-category.

(a) Let x ∈ T be an object in T and hx : T op −→C(k) the T -dg-module represented by x (the
one sending y to T (y,x)). Prove that hx is cofibrant and fibrant as an object in T op−Mod.

(b) Prove that x 7→ hx defines a functor

H0(T )−→ D(T op).

(c) Show that for any F ∈ D(T op) there is a functorial bijection

HomD(T op)(hx,F)' H0(Fx).

(d) Show that the above functor H0(T )−→ D(T op) is fully faithful.

Any morphism of dg-categories f : T −→ T ′ induces an adjunction on the corresponding
model categories of dg-modules

f! : T −Mod −→ T ′−Mod T −Mod←− T ′−Mod : f ∗,

for which the functor f ∗ is defined by composition with f , and f! is its left adjoint. This
adjunction is a Quillen adjunction, i.e. f ∗ preserves fibrations and trivial fibrations, and
therefore can be derived into an adjunction on the level of homotopy categories (see exercice
3.1.4 and [Ho1, Lem. 1.3.10])

L f! : D(T )−→ D(T ′) D(T )←− D(T ′) : f ∗ = R f ∗.

It can be proved that when f is a quasi-equivalence then f ∗ and L f! are equivalences of
categories inverse to each others (see [To1, Prop. 3.2]).

Exercise 3.2.5 Let f : T −→ T ′ be a dg-functor. Prove that for any x ∈ T we have

L f!(hx)' h f (x)

in D(T ′) (recall that hx is the T -dg-module corepresented by x, sending y to T (x,y)).
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For a C(k)-model category M we can also define a notion of T -dg-modules with coefficients
in M as being dg-functors T −→M (where M is considered as a dg-category using its C(k)-
enrichment). This category is denoted by MT (so that T −Mod = C(k)T ). When M satisfies
some mild assumptions (e.g. being cofibrantly generated, see [Ho1, §2.1]) we can endow MT

with a model category structure similar to T −Mod, for which equivalences and fibrations are
defined levelwise in M. The existence of model categories as MT will be used in the sequel to
describe morphisms in Ho− (dg− cat).

Exercise 3.2.6 Let T and T ′ be two dg-categories. Prove that there is an equivalence of
categories

M(T⊗T ′) ' (MT )T ′ .

Show moreover that this equivalence of categories is compatible with the two model category
structures on both sides.

We finish this second lecture by describing a way to construct many examples of dg-
categories using model categories. For this, let M be a C(k)-enriched model category. Using the
C(k)-enrichment M can also be considered as a dg-category whose set of objects is the same as
the set of objects of M and whose complexes of morphisms are Hom(x,y). This dg-category
will sometimes be denoted by M, but it turns out not to be the right dg-category associated to
the C(k)-model category M (at least it is not the one we will be interested in in the sequel).
Instead, we let Int(M) be the full sub-dg-category of M consisting of fibrant and cofibrant
objects in M. From the general theory of model categories it can be easily seen that the category
H0(Int(M)) is naturally isomorphic to the category of fibrant and cofibrant objects in M and
homotopy classes of morphisms between them. In particular there exists a natural equivalence
of categories

H0(Int(M))' Ho(M).

The dg-category Int(M) is therefore a dg-enhancement of the homotopy category Ho(M). Of
course, not every dg-category is of form Int(M). However, we will see that any dg-catgeory
can be, up to a quasi-equivalence, fully embedded into some dg-category of the form Int(M).
This explains the importance of C(k)-model categories in the study of dg-categories.

Remark 2. The construction M 7→ Int(M) is an ad-hoc construction, and does not seem very
intrinsic (e.g. as it is defined it depends on the choice of fibrations and cofibrations in M, and
not only on equivalences). However, we will see in the next lecture that Int(M) can also be
characterized by as the localization of the dg-category M along the equivalences in M, showing
that it only depends on the dg-category M and the subset W (and not of the classes Fib and
Co f ).

Let T be a dg-category. We can consider the C(k)-enriched Yoneda embedding

h− : T −→ T op−Mod,

which is a dg-functor when T op−Mod is considered as a dg-category using its natural C(k)-
enrichment. It turns out that for any x ∈ T , the T op-dg-module hx is cofibrant (see exercice
3.2.4) and fibrant (avery T op-dg-module if fibrant by definition). We therefore get a natural
dg-functor

h : T −→ Int(T op−Mod).

It is easy to check that h is quasi-fully faithful (it even induces isomorphisms on complexes of
morphisms).
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Definition 3.2.7 For a dg-category T the morphism

h : T −→ Int(T op−Mod)

is called the Yoneda embedding of the dg-category T .

4 Lecture 3: Structure of the homotopy category of dg-categories

In this lecture we will truly start to go into the heart of the subject and describe the category
Ho(dg− cat). I will start by a theorem describing the set of maps between two objects in
Ho(dg− cat). This fundamental result has two important consequences: the existence of
localizations of dg-categories, and the existence of dg-categories of morphisms between two
dg-categories, both characterized by universal properties in Ho(dg− cat). At the end of this
lecture, I will introduce the notion of Morita equivalences and triangulated dg-categories, and
present a refine version of the category Ho(dg− cat), better suited for many pruposes.

4.1 Maps in the homotopy category of dg-categories

We start by computing the set of maps in Ho(dg− cat) from a dg-category T to a dg-category
of the form Int(M). As any dg-category can be fully embedded into some Int(M) this will be
enough to compute maps in Ho(dg− cat) between any two objects.

Let M be a C(k)-model category. We assume that M satisfies the following three technical
conditions (they will always be satisfied for the applications we have in mind).

(a) M is cofibrantly generated, and the domain and codomain of the generating cofibrations
are cofibrant objects in M.

(b) For any cofibrant object X in M, and any quasi-isomorphism E −→ E ′ in C(k), the induced
morphism E⊗X −→ E ′⊗X is an equivalence.

(c) Infinite sums preserve weak equivalences in M.

Exercise 4.1.1 Let R be a k-algebra considered as a dg-category. Show that the C(k)-model
category R−Mod = C(R) does not satisfy condition (2) above if R is not flat over k.

Condition (1) this is a very mild condition, as almost all model categories encountered
in real life are cofibrantly generated. Condition (2) is more serious, as it states that cofibrant
objects of M are flat in some sense, which is not always the case. For example, to be sure
that the model category T −Mod satisfies (2) we need to impose the condition that all the
complexes T (x,y) are flat (e.g. cofibrant in C(k)). Conditions (3) is also rather mild and is
often satisfied for model categories of algebraic nature. The following proposition is the main
result concerning the description of the set of maps in Ho(dg− cat), and almost all the further
results are consequences of it. Note that it is wrong if condition (2) above is not satisfied.

Proposition 4.1.2 Let T be any dg-category and M be a C(k)-model category satisfying
conditions (1), (2) and (3) above. Then, there exists a natural bijection

[T, Int(M)]' Iso(Ho(MT ))
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between the set of morphisms from T to Int(M) in Ho(dg− cat) and the set of isomorphism
classes of objects in Ho(MT ).

Ideas of proof (see [To1] for details): Let Q(T ) −→ T be a cofibrant model for T . The
pull-back functor on dg-modules with coefficients in M induces a functor

Ho(MT )−→ Ho(MQ(T )).

Condition (2) on M insures that this is an equivalence of categories, as shown by the following
lemma.

Lemma 4.1.3 Let f : T ′ −→ T be a quasi-equivalence between dg-categories and M be a C(k)-
model category satisfying conditions (1), (2) and (3) as above. Then the Quillen adjunction

f! : Ho(MT ′)−→ Ho(MT ) Ho(MT ′)←− Ho(MT ) : f ∗

is a Quillen equivalence.

Idea of a proof of the lemma: We need to show that the two natural transformations

L f! f ∗⇒ id id⇒ f ∗L f!

are isomorphism. For this, we first check that this is the case when evaluated at a certain kind of
objects. Let x ∈ T and X ∈M be a cofibrant object. We consider the object hx⊗X ∈ Ho(MT ),
sending y ∈ T to T (x,y)⊗X ∈M. Let x′ ∈ T ′ be an object such that f (x′) and x are isomorphic
in H0(T ′). Because of our condition (2) on M it is not hard to show that hx⊗X and h f (x′)⊗X
are isomorphic in Ho(MT ). Therefore, we have

f ∗(hx⊗X)' f ∗(h f (x′)⊗X).

Moreover, f ∗(h f (x′)⊗X) ∈ Ho(MT ′) sends an object y′ ∈ T ′ to T ( f (x′), f (y′))⊗X . Because
f is quasi-fully faithful (and because of our assumption (2) on M) we see that f ∗(h f (x′)⊗X) is
isomorphic in Ho(MT ′) to hx′ ⊗X which sends y′ to T ′(x′,y′)⊗X . Finally, it is not hard to see
that hx′ ⊗X is a cofibrant object and that

L f!(hx′ ⊗X)' f!(hx′ ⊗X)' h f (x′)⊗X .

Thus, we have
L f! f ∗(hx⊗X)' L f!(hx′ ⊗X)' h f (x′)⊗X ' hx⊗X ,

or in other words the adjunction morphism

L f! f ∗(hx⊗X)−→ hx⊗X

is an isomorphism. In the same way, we can see that for any x′ ∈ T ′ the adjunction morphism

hx′ ⊗X −→ f ∗L f!(hx′ ⊗X)

is an isomorphism.
To conclude the proof of the lemma we use that the objects hx⊗X generate the category

Ho(MT ) be homotopy colimits and that f ∗ and L f! both commute with homotopy colimits.



260 Toën Bertrand

To see that hx⊗X generates Ho(MT ) by homotopy colimits we use the condition (1), and the
small object argument, which shows that any object is equivalent to a transfinite composition
of push-outs along morphisms hx⊗X −→ hx⊗Y for X → Y a cofibration between cofibrant
objects in M. The fact that L f! preserves homotopy colimits is formal and follows from the
general fact that the left derived functor of a left Quillen functor always preserves homotopy
colimits. Finally, the fact that f ∗ preserves homotopy colimits uses the condition (3) (which up
to now has not been used). Indeed, we need to show that f ∗ preserves infinite homotopy sums
and homotopy push-outs. As infinite sums are also infinite homotopy sums in MT (because of
conditions (3)), the fact that f ∗ preserves infinite homotopy sums follows from the fact that the
functor f ∗ commutes with infinite sums. To show that f ∗ commutes with homotopy push-outs
we use that MT is a C(k)-model category, and thus a stable model category in the sense of
[Ho1, §7]. This implies that homotopy push-outs squares are exactly the homotopy pull-backs
squares. As f ∗ is right Quillen it preserves homotopy pull-backs squares, and thus homotopy
push-outs.

Therefore, we deduce from what we have seen that the adjunction morphism

L f! f ∗(E)−→ E

is an isomorphism for any E ∈Ho(MT ). In the same we way we see that for any E ′ ∈Ho(MT ′)
the adjunction morphism

E ′ −→ f ∗L f!(E ′)

is an isomorphism. This finishes the proof of the lemma. 2

The above lemma imply that we can assume that T is a cofibrant dg-catgeory. As all objects
in dg−cat are fibrant [T, Int(M)] is then the quotient of the set of morphisms in dg−cat by the
homotopy relations. In particular, the natural map [T, Int(M)]−→ Iso(Ho(MT )) is surjective
(this uses that a cofibrant and fibrant object in MT factors as T → Int(M)→M, i.e. is levelwise
fibrant and cofibrant). To prove injectivity, we start with two morphisms u,v : T −→ Int(M)
in dg− cat, and we assume that the corresponding objects Fu and Fv in MT are equivalent.
Using that any equivalences can be factorized as a composition of trivial cofibrations and
trivial fibrations, we easily reduce the problem to the case where there exists a trivial fibration
Fu −→ Fv (the case of cofibration is somehow dual). This morphism can be considered as
a dg-functor T −→ Int(Mor(M)), where Mor(M) is the model category of morphisms in M
(note that fibrant objects in Mor(M) are fibrations between fibrant objects in M). Moreover,
this dg-functor factors throught T ′ ⊂ Int(Mor(M)), the full sub-dg-category corresponding to
equivalences in M. We therefore have a commutative diagram in dg− cat

Int(M)

T

u
<<yyyyyyyyy //

v
""EEEEEEEEE T ′

OO

��
Int(M).

The two morphisms T ′ −→ Int(M) are easily seen to be quasi-equivalences, and to possess a
common section Int(M)−→ T ′ sending an object of M to the its identity morphism. Projecting
this diagram in Ho(dg− cat), we see that [u] = [v] in Ho(dg− cat). 2
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We will now deduce from proposition 4.1.2 a description of the set of maps [T,T ′] between
two objects in Ho(dg− cat). For this we use the C(k)-enriched Yoneda embedding

h : T ′ −→ Int((T ′)op−Mod),

sending an object x ∈ T ′ to the (T ′)op-dg-module defined by

hx : (T ′)op −→ C(k)
y 7→ T ′(y,x).

The dg-module h is easily seen to be cofibrant and fibrant in (T ′)op−Mod, and thus we have
hx ∈ Int((T ′)op−Mod) as required. The enriched version of the Yoneda lemma implies that h
is a quasi-fully faithful dg-functor. More precisely, we can show that the induced morphism of
complexes

T ′(x,y)−→ Hom(hx,hy) = Int((T ′)op−Mod)((hx,hy)

is an isomorphims of complexes.
Using the description of maps in Ho(dg− cat) as being homotopy classes of morphisms

between cofibrant objects, we see that the morphism h induces a injective map

[T,T ′] ↪→ [T, Int((T ′)op−Mod)]

whose image consists of morphisms T −→ Int((T ′)op−Mod) factorizing in Ho(dg− cat)
throught the quasi-essential image of h. We easily get this way the following corollary (see
§3.2 and exercice 2.3.4 for the definition of the tensor product of two dg-categories).

Corollary 1. Let T and T ′ be two dg-categories, one of them having cofibrant complexes of
morphisms. Then, there exists a natural bijection between [T,T ′] and the subset of Iso(Ho(T ⊗
(T ′)op−Mod)) consisting of T ⊗ (T ′)op-dg-modules F such that for any x ∈ T , there is y ∈ T ′

such that Fx,− and hy are isomorphic in Ho((T ′)op−Mod).

Exercise 4.1.4 Let T be a dg-category.

(a) Show that [1,T ] is in bijection with the set of isomorphism classes of objects in the category
H0(T ) (recall that 1 is the unit dg-category, with a unique object and k as algebra of
endormorphisms).

(b) Show that [∆ 1
k ,T ] is in bijection with the set of isomorphism classes of morphisms in the

category H0(T ) (recall that ∆ 1
k is the dg-category with two object and freely generated by

a unique non trivial morphism).

Exercise 4.1.5 Let C and D be two k-linear categories, also considered as dg-categories over
k. Show that there exists a natural bijection between [C,D] and the set of isomorphism classes
of k-linear functors from C to D. Deduce from this that there exists a fully faithful functor

Ho(k− cat)−→ Ho(dg− catk),

from the homotopy category of k-linear categories (k-linear categories and isomorphism classes
of k-linear functors) and the homotopy category of dg-categories.

Exercise 4.1.6 Let R be an associative and unital k-algebra, which is also considered as
dg-category with a unique object and R as endomorphisms of this object. Show that there is
a natural bijection between [R, Int(C(k))] and the set of isomorphism classes of the derived
category D(R).
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4.2 Existence of internal Homs

For two dg-catgeories T and T ′ we can construct their tensor product T ⊗T ′ in the following
way. The set of objects of T ⊗T ′ is the product Ob(T )×Ob(T ′). For (x,y) ∈ Ob(T )2 and
(x′,y′) ∈ Ob(T ′)2 we set

(T ⊗T ′)((x,x′),(y,y′)) := T (x,y)⊗T (x′,y′),

with the obvious compositions and units. When k is not a field the functor ⊗ does not preserves
quasi-equivalences. However, it can be derived by the following formula

T ⊗L T ′ := Q(T )⊗Q(T ′),

where Q is a cofibrant replacement functor on dg− cat. This defines a symmetric monoidal
structure

−⊗L− : Ho(dg− cat)×Ho(dg− cat)−→ Ho(dg− cat).

Proposition 4.2.1 The monoidal structure −⊗L − is closed. In other words, for two dg-
categories T and T ′ there is third dg-category RHom(T,T ′) ∈Ho(dg−cat), such that for any
third dg-category U there exists a bijection

[U,RHom(T,T ′)]' [U⊗L T,T ′],

functorial in U ∈ Ho(dg− cat).

Idea of proof: As for the corollary 1 we can reduce the problem of showing that
RHom(T, Int(M)) exists for a C(k)-model category M satisfying the same conditions as in
proposition 4.1.2. Under the same hypothesis than corollary 1 it can be checked (using proposi-
tion 4.1.2) that RHom(T, Int(M)) exists and is given by Int(MT ). 2

For two dg-categories T and T ′, one of them having cofibrant complexes of mor-
phisms it is possible to show that RHom(T,T ′) is given by the full sub-dg-category of
Int(T ⊗ (T ′)op−Mod) consisting of dg-modules satifying the condition of corollary 1.

Finally, note that when M = C(k) we have

RHom(T, Int(C(k)))' Int(T −Mod).

In particular, we find a natural equivalence of categories

D(T )' H0(RHom(T, Int(C(k)))),

which is an important formula.

In the sequel we will use the following notations for a dg-category T

L(T ) := Int(T −Mod)' RHom(T, Int(C(k)))

T̂ := Int(T op−Mod)' RHom(T op, Int(C(k))).

Note that we have natural equivalences
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H0(L(T ))' D(T ) H0(T̂ )' D(T op).

Therefore, L(T ) and T̂ are dg-enhancement of the derived categories D(T ) and D(T op). Note
also that the Yoneda embedding of definition 3.2.7 is now a dg-functor

h : T −→ T̂ .

Exercise 4.2.2 (a) Let R be an associative and unital k-algebra which is considered as a
dg-category with a unique object. Show that there is an isomorphism in Ho(dg− cat)

RHom(R, Int(C(k)))' L(R).

(b) Show that for any two k-algebras R and R′, one of them being flat over k we have

RHom(R,L(R′))' L(R⊗R′).

Exercise 4.2.3 Let T be a dg-category. We define the Hochschild cohomology of T by

HH∗(T ) := H∗(RHom(T,T )(id, id)).

Let R be an associative k-algebra, flat over k, and considered as a dg-category with a unique
object. Show that we have

HH∗(R) := Ext∗R⊗Rop(R,R),

where the right hand side are the ext-groups computed in the derived category of R⊗Rop-
modules.

4.3 Existence of localizations

Let T be a dg-category and let S be subset of morphisms in H0(T ) we would like to invert
in Ho(dg− cat). For this, we will say that a morphism l : T −→ LST in Ho(dg− cat) is a
localization of T along S if for any T ′ ∈ Ho(dg− cat) the induced morphism

l∗ : [LST,T ′]−→ [T,T ′]

is injective and its image consists of all morphisms T −→ T ′ in Ho(dg− cat) whose induced
functor H0(T )−→ H0(T ′) sends all morphisms in S to isomorphisms in H0(T ). Note that the
functor H0(T )−→ H0(T ′) is only well defined in Ho(Cat) (i.e. up to isomorphism), but this
is enough for the definition to makes sense as the condition of sending S to isomorphisms is
stable by isomorphism between functors.

Proposition 4.3.1 For any dg-category T and any set of maps S in H0(T ), a localization
T −→ LST exists in Ho(dg− cat).

Idea of proof (see [To1] for details): We start by the most simple example of a localization.
We first suppose that T := ∆ 1

k is the dg-category freely generated by two objects, 0 and 1, and a
unique morphism u : 0→ 1. More concretely, T (0,1) = T (0,0) = T (1,1) = k and T (1,0) = 0,
together with the obvious compositions and units. We let 1 be the dg-category with a unique
object ∗ and 1(∗,∗) = k (with the obvious composition). We consider the dg-foncteur T −→ 1
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sending the non trivial morphism of T to the identity of ∗ (i.e. k = T (0,1)→ 1(∗,∗) = k is
the identity). We claim that this morphism T −→ 1 is a localization of T along S consisting
of the morphism u : 0→ 1 of T = H0(T ). This in fact follows easily from our proposition
4.1.2. Indeed, for a C(k)-model category M the model category MT is the model category of
morphisms in M. It is then easy to check that the functor Ho(M) −→ Ho(MT ) sending an
object of M to the identity morphism in M is fully faithful and that its essential image consists
of all equivalences in M.

In the general case, let S be a subset of morphisms in H0(T ) for some dg-category T . We
can represent the morphisms S by a dg-functor⊔

S
∆

1
k −→ T,

sending the non trivial morphism of the component s to a representative of s in T . We define
LST as being the homotopy push-out (see [Ho1] for this notion)

LST := (
⊔
S

1)
L⊔

⊔
S ∆ 1

k

T.

The fact that each morphism ∆ 1
k −→ 1 is a localization and the universal properties of homotopy

push-outs imply that the induced morphism T −→ LST defined as above is a localization of T
along S. 2

Exercise 4.3.2 Let ∆ 1
k be the dg-category with two objects and freely generated by a non

trivial morphism u between these two objects. We let S := {u} be the image of u in H0(∆ 1
k ).

Show that LS∆ 1
k ' 1.

Exercise 4.3.3 Let T and T ′ be two dg-categories and S and S′ be two sets of morphisms in
H0(T ) and H0(T ′) that contain all the identities. Prove that there is a natural isomorphism in
Ho(dg− cat)

LST ⊗L LS′T
′ ' LS⊗LS′T ⊗L T ′.

The following proposition describes Int(M) as a dg-localization of M.

Proposition 4.3.4 Let M be a cofibrantly generated C(k)-model category, considered also as
dg-category M. There exists a natural isomorphism in Ho(dg− cat)

Int(M)' LW M.

Idea of proof: We consider the natural inclusion dg-functor i : Int(M)−→M. This inclusion
factors as

Int(M)
j // M f k // M,

where M f is the full sub-dg-category of M consisting of fibrant objects. Using that M is
cofibrantly generated we can construct dg-functors
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r : M −→M f q : M f −→ Int(M)

together with morphisms

jq→ id q j→ id id→ ri id→ ir.

Moreover, these morphisms between dg-functors are levelwise in W . This can be seen to imply
that the induced morphisms on localizations

LW Int(M)−→ LW M f −→ LW M

are isomorphisms in Ho(dg− cat). Finally, as morphisms in W are already invertible in
H0(Int(M))' Ho(M), we have LW Int(M)' Int(M). 2

Finally, one possible way to understand localizations of dg-categories is by the following
proposition.

Proposition 4.3.5 Let T be a dg-category and S be a subset of morphisms in H0(T ). Then, the
localization morphism l : T −→ LST induces a fully faithful functor

l∗ : D(LST )−→ D(T )

whose image consists of all T -dg-modules F : T −→ C(k) sending all morphisms of S to
quasi-isomorphisms in C(k).

Idea of proof: This follows from the existence of internal Homs and localizations, as well
as the formula

D(T )' H0(RHom(T, Int(C(k)))) D(LST )' H0(RHom(LST, Int(C(k)))).

Indeed, the universal properties of localizations and internal Homs implies thatRHom(LST, Int(C(k)))
can be identified full the full sub-dg-category of RHom(T, Int(C(k))) consisting of dg-functors
sending S to quasi-isomorphisms in C(k). 2

Exercise 4.3.6 Let l : T −→ LST be a localization of a dg-category with respect to set of
morphisms S in H0(T ), and let

Ll! : D(T op)−→ D(LST op)

be the induced functor in the corresponding derived categories of modules. Let WS be the the
subset of morphisms u in D(T op) such that Ll!(u) is an isomorphism in D(LST op).

(a) Show that a morphism u : E −→ F of D(T op) is in WS if and only if for any G ∈ D(T op)
such that Gx −→ Gy is a quasi-isomorphism for all x→ y in S, the induced map

u∗ : HomD(T op)(F,G)−→ HomD(T op)(E,G)

is bijective.
(b) Show that the induced functor

W−1
S D(T op)−→ D(LST op)

is an equivalence of categories.
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4.4 Triangulated dg-categories

In this section we will introduce a class of dg-categories called triangulated. The notion of
being triangulated is the dg-analog of the notion of being Karoubian for linear categories. We
will see that any dg-category has a triangulated hull, and this will allow us to introduce a notion
of Morita equivalences which is a dg-analog of the usual notion of Morita equivalences between
linear categories. The homotopy category of dg-categories up to Morita equivalences will then
be introduced and shown to have better properties than the category Ho(dg− cat). We will see
in the next lecture that many invariants of dg-categories (K-theory, Hochschild homology . . . )
factor throught Morita equivalences.

Let T be a dg-category. We recall the existence of the Yoneda embedding (see definition
3.2.7)

T −→ T̂ = Int(T op−Mod),

which is quasi-fully faithful. Passing to homotopy categories we get a fully faithful morphism

h : H0(T )−→ D(T op).

An object in the essential image of this functor will be called quasi-representable.
Recall that an object x ∈ D(T op) is compact if the functor

[x,−] : D(T op)−→ k−Mod

commutes with arbitrary direct sums. It is easy to see that any quasi-representable object is
compact (see exercice 3.2.4). The converse is not true and we set the following definition.

Definition 4.4.1 A dg-category T is triangulated if and only if every compact object in D(T op)
is quasi-representable.

Remark 3. When T is triangulated we have an equivalence of categories H0(T )' D(T op)c,
where D(T op)c is the full sub-category of D(T ) of compact objects. The category D(T ) has a
natural triangulated structure which restricts to a triangulated structure on compact objects
(see [Ne] for more details on the notion of triangulated categories). Therefore, when T is
triangulated dg-category its homotopy category H0(T ) comes equiped with a natural trian-
gulated structure. This explains the terminology of triangulated dg-category. For more about
the relations between the notions of triangulated dg-categories and the notions of triangulated
categories we refer to [Bo-Ka]. However, it is not necessary to know the theory of triangulated
categories in order to understand triangulated dg-categories, and thus we will not study in
details the precise relations between triangulated dg-categories and triangulated categories.

We let Ho(dg− cattr) ⊂ Ho(dg− cat) be the full sub-category of triangulated dg-
categories. Note that the notation Ho(dg− cattr) suggests that this category is the homotopy
category of some model category.We will see that it is, equivalent to, the localization of the
category dg− cat along the class of Morita equivalences, that will be introduced later on in
this section.

Proposition 4.4.2 The natural inclusion

Ho(dg− cattr)−→ Ho(dg− cat)

has a left adjoint. In other words, any dg-category has a triangulated hull.
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Idea of proof: Let T be a dg-category. We consider the Yoneda embedding (see definition
3.2.7)

h : T −→ T̂ .

This is a quasi-fully faithful dg-functor. We consider T̂pe ⊂ T̂ , the full sub-dg-category consist-
ing of all objects which are compact in D(T op) (these objects will simply be called compact).
The dg-category T̂pe will be called the dg-category of perfect T op-dg-modules, or equiva-
lently of compact T op-dg-modules. As any quasi-representable object is compact, the Yoneda
embedding factors as a full embedding

h : T −→ T̂pe.

Let now T ′ be a triangulated dg-category. By definition, the natural morphism

T ′ −→ T̂ ′pe

is an isomorphism in Ho(dg− cat). We can then consider the induced morphism

[T̂pe, T̂ ′pe]−→ [T, T̂ ′pe],

induced by the resytiction along the morphism T −→ T̂pe. The hard point is to show that this
map in bijective and that T̂pe is a triangulated dg-category. These two facts can be deduced
from the followin lemma and the proposition 4.1.2.

Lemma 4.4.3 Let T be a dg-category, and h : T −→ T̂pe be the natural inclusion. Let M be a
C(k)-model category which satisfies the conditions (1), (2) and (3) of §3.1. Then the Quillen
adjunction

h! : MT −→MT̂pe MT ←−MT̂pe : h∗

is a Quillen equivalence.

The proof of the above lemma can be found in [To1, Lem. 7.5]. It is based on the fundamen-
tal fact that the quasi-representable objects in D(T op) generate the sub-category of compact
objects by taking a finite number of finite homotopy colimits, shifts and retracts, together with
the fact that Lh! and h∗ both preserve these finite homotopy colimits, shifts and retracts. 2

The proof of the proposition shows that the left ajoint to the inclusion is given by

(̂−)pe : Ho(dg− cat)−→ Ho(dg− cattr),

sending a dg-category T to the full sub-dg-category T̂pe of T̂ consisting of all compact objects.
For example, if R is a k-algebra, considered as a dg-category with a unique object BR, B̂Rpe

is the dg-category of cofibrant and perfect complexes of R-modules. In particular

H0(B̂Rpe)' Dpar f (R)

is the perfect derived category of R. This follows from the fact that compact objects in D(R) are
precisely the perfect complexes (this is a well known fact which can also be deduced from the
general result [To-Va, Prop. 2.2]). Therefore, we see that the dg-category of perfect complexes
over some ring R is the triangulated hull of R.
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Definition 4.4.4 A morphism T −→ T ′ in Ho(dg− cat) is called a Morita equivalence if the
induced morphism in the triangulated hull

T̂pe −→ T̂ ′pe

is an isomorphism in Ho(dg− cat).

It follows formally from the existence of the left adjoint T 7→ T̂pe that Ho(dg− cattr)
is equivalent to the localized category W−1

mordg− cat, where Wmor is the subset of Morita
equivalences in dg− cat as defined above.

Exercise 4.4.5 Prove the above assertion: the functor

(̂−)pe : Ho(dg− cat)−→ Ho(dg− cattr)

induces an equivalence of categories

W−1
morHo(dg− cat)' Ho(dg− cattr).

We can characterize the Morita equivalences in the following equivalent ways.

Proposition 4.4.6 Let f : T −→ T ′ be a morphism of dg-categories. The following are equiva-
lent.

(a) The morphism f is a Morita equivalence.
(b) For any triangulated dg-category T0, the induced map

[T ′,T0]−→ [T,T0]

is bijective.
(c) The induced functor

f ∗ : D(T ′)−→ D(T )

is an equivalence of categories.
(d) The functor

L f! : D(T )−→ D(T ′)

induces an equivalence between the full sub-category of compact objects.

Exercise 4.4.7 Prove the proposition 4.4.6.

We finish this section by a description of morphisms in Ho(dg−cattr) in termes of derived
categories of bi-dg-modules.

Proposition 4.4.8 Let T and T ′ be two dg-categories. Then, there exists a natural bijection be-
tween [T̂pe, T̂ ′pe] and the subset of Iso(D(T ⊗L (T ′)op)) consisting of T ⊗L (T ′)op-dg-modules
F such that for any x ∈ T , the (T ′)op-dg-module Fx,− is compact.
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Exercise 4.4.9 Give a proof of proposition 4.4.8.

Exercise 4.4.10 (a) Show that the full sub-category Ho(dg− cattr) ⊂ Ho(dg− cat) is not
stable by finite coproducts (taken inside Ho(dg− cat)).

(b) Show that the category Ho(dg− cattr) has finite sums and finite products.
(c) Show that in the category Ho(dg− cattr), the natural morphism

T
⊔

T ′ −→ T ×T ′,

for any T and T ′ objects in Ho(dg− cattr). Note that the symbols
⊔

and × refer here to
the categorical sum and product in the category Ho(dg− cattr).

(d) Deduce from this that the set of morphisms Ho(dg− cattr) are endowed with natural
structure of commutative monoids such that the composition is bilinear. Identify this
monoid structure with the direct sum on the level of bi-dg-modules throught the bijection
of corollary 1.

Exercise 4.4.11 Let T −→ T ′ be a Morita equivalence and T0 be a dg-category. Show that the
induced morphism

T ⊗L T0 −→ T ′⊗L T0

is again a Morita equivalence (use the lemma 4.4.3).

Exercise 4.4.12 Let T and T ′ be two triangulated dg-catgeory, and define

T ⊗̂LT ′ := T̂ ⊗L T ′pe.

(a) Show that (T,T ′) 7→ T ⊗̂LT ′ defines a symmetric monoidal structure on Ho(dg−cattr) in
such a way that the functor

(̂−)pe : Ho(dg− cat)−→ Ho(dg− cattr)

is a symmetric monoidal functor.
(b) Show that the monoidal structure ⊗̂L is closed on Ho(dg− cattr).

Exercise 4.4.13 (a) Let T and T ′ be two dg-categories. Prove that the Yoneda embedding
h : T ↪→ T̂pe induces an isomorphism in Ho(dg− cat)

RHom(T̂pe, T̂ ′pe)−→ RHom(T, T̂ ′pe).

(b) Deduce from this that for any dg-category T there is a morphism in Ho(dg− cat)

RHom(T,T )−→ RHom(T̂pe, T̂pe)

which is quasi-fully faithful.
(c) Deduce from this that for any dg-category T there exist isomorphisms

HH∗(T )' HH∗(T̂pe).
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5 Lecture 4: Some applications

In this last lecture I will present some applications of the homotopy theory of dg-categories. We
will see in particular how the problems mentioned in §1.2 can be solved using dg-categories.
The very last section will be some discussions on the notion of saturated dg-categories and
their use in the definition of a secondary K-theory functor.

5.1 Functorial cones

One of the problem encountered with derived categories is the non existence of functorial cones.
In the context of dg-categories this problem can be solved as follows.

Let T be a triangulated dg-category. We let ∆ 1
k be the dg-category freely generated by two

objects 0 and 1 and freely generated by one non trivial morphism 0→ y, and 1 be the unit
dg-category (with a unique object and k for its endomorphism). There is a morphism

∆
1
k −→ 1̂pe

sending 0 to 0 and 1 to k. We get an induced morphism in Ho(dg− cat)

RHom(1̂pe,T )−→ RHom(∆ 1
k ,T ).

As T is triangulated we have

RHom(1̂pe,T )' RHom(1,T )' T.

Therefore, we have defined a morphism in Ho(dg− cat)

f : T −→ RHom(∆ 1
k ,T ) =: Mor(T ).

The dg-category Mor(T ) is also the full sub-dg-category of Int(Mor(T op−Mod)) correspond-
ing to quasi-representable dg-modules, and is called the dg-category of morphisms in T . The
morphism f defined above intuitively sends an object x ∈ T to 0→ x in Mor(T ) (note that 0 is
an object in T because T is triangulated).

Proposition 5.1.1 There exists a unique morphism in Ho(dg− cat)

c : Mor(T )−→ T

such that the following two (T ⊗LMor(T )op)-dg-modules

(z,u) 7→Mor(T )(u, f (z)) (z,u) 7→ T (c(u),z)

are isomorphic in D(T ⊗LMor(T )op) (In other words, the morphism f admits a left adjoint).

Idea of proof: We consider the following explicit models for T , Mor(T ) and f . We let T ′

be the full sub-dg-category of T̂ consisting of quasi-representable objects (or equivalentely
of compact objects as T is triangulated). We let Mor(T )′ be the full sub-dg-category of
Int(Mor(T op−Mod)) consisting of morphisms between quasi-representable objects (these
are also the compact objects in Ho(Mor(T op−Mod)) because T is triangulated). We note
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that Mor(T )′ is the dg-category whose objects are cofibrations between cofibrant and quasi-
representable T op-dg-modules. To each compact and cofibrant T op-dg-module z we consider
0→ z as an object in T ′. This defines a dg-functor T ′ −→Mor(T )′ which is a model for f . We
define c as being a C(k)-enriched left adjoint to c (in the most naive sense), sending an object
c : x−→ y of Mor(T )′ to c(u) defined by the push-out in T op−Mod

x //

��

y

��
0 // c(u).

We note that the T op-module c(u) is compact and thus belongs to T ′. It is easy to check that c,
as a morphism in Ho(dg− cat) satisfies the property of the proposition.

The unicity of c is proved formally, in the same way that one proves the unicity of adjoints
in usual category theory. 2

The morphism c : Mor(T ) −→ T is a functorial cone construction for the triangulated
dg-category T . The important fact here is that there is a natural functor

H0(Mor(T ))−→Mor(H0(T )),

which is essentially surjective, full but not faithful in general. The functor

H0(c) : H0(Mor(T ))−→ H0(T )

does not factor in general throught Mor(H0(T )).

To finish, proposition 5.1.1 becomes really powerful when combined with the following
fact.

Proposition 5.1.2 Let T be a triangulated dg-category and T ′ be any dg-category. Then
RHom(T ′,T ) is triangulated.

Exercise 5.1.3 Deduce proposition 5.1.2 from exercice 4.4.11.

One important feature of triangulated dg-categories is that any dg-functor f : T −→ T ′

between triangulated dg-categories commutes with cones. In other words, the diagram

Mor(T ) c //

c( f )
��

T

f

��
Mor(T ′) c

// T ′

commutes in Ho(dg− cat). This has to be understood as a generalization of the fact that any
linear functor between additive categories commutes with finite direct sums. This property
of triangulated dg-categories is very useful in practice, as then any dg-functor T −→ T ′

automatically induces a triangulated functor H0(T )−→ H0(T ′).
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Exercise 5.1.4 Prove the above assertion, that

Mor(T ) c //

c( f )
��

T

f

��
Mor(T ′) c

// T ′

commutes in Ho(dg− cat) (here T and T ′ are triangulated dg-categories).

5.2 Some invariants

Another problem mentioned in §1.2 is the fact that the usual invariants, (K-theory, Hochschild
homology and cohomology . . . ), are not invariants of derived categories. We will see here that
these invariants can be defined on the level of Ho(dg− cattr). We will treat the examples of
K-theory and Hochschild cohomology.

(a) Let T be a dg-category. We consider T op−Modcc the full sub-category of compact and
cofibrant T op-dg-modules. We can endow T op−Modcc with a structure of an exact com-
plicial category (see [Sch2]) whose equivalences are quasi-isomorphisms and cofibrations
are the cofibrations of the model category structure on T op−Mod. This Waldhausen
category defines a K-theory space K(T ) (see [Sch2]). We note that if T is triangulated we
have

K0(T ) := π0(K(T ))' K0(H0(T )),

where the last K-group is the Grothendieck group of the triangulated category H0(T ).
Now, let f : T −→ T ′ be a morphism between dg-categories. It induces a functor

f! : T op−Mod −→ (T ′)op−Mod.

This functor preserves cofibrations, compact cofibrant objects and push-outs. Therefore, it
induces a functor between Waldhausen categories

f! : T op−Modcc −→ (T ′)op−Modcc

and a morphism on the corresponding spaces

f! : K(T )−→ K(T ′).

This defines a functor
K : dg− cat −→ Sp

from dg-categories to spectra. It is possible to show that this functor sends Morita equiva-
lences to stable equivalences, and thus defines a functor

K : Ho(dg− cattr)−→ Ho(Sp).

We see it particular that two dg-categories which are Morita equivalent have the same
K-theory.
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(b) (See also exercice 4.4.13) Let T be a dg-category. We consider RHom(T,T ), the dg-
category of (derived) endomorphisms of T . The identity gives an object id ∈RHom(T,T ),
and we can set

HH ·(T ) := RHom(T,T )(id, id),

the Hochschild complex of T . This is a well defined object in D(k), the derived category
of complexes of k-modules, and the construction T 7→ HH ·(T ) provides a functor of
groupoids

Ho(dg− cat)iso −→ D(k)iso.

Using the results of §3.2 we can see that

HH∗(T )' Ext∗(T,T ),

where the Ext-group is computed in the derived category of T ⊗L T op-dg-modules. In
particular, when T is given by an associative flat k-algebra R we find

HH∗(T )' Ext∗R⊗R(R,R),

which is usual Hochschild cohomology. The Yoneda embedding T −→ T̂pe, provides an
isomorphism in Ho(dg− cat)

RHom(T̂pe, T̂pe)' RHom(T, T̂pe),

and a quasi-fully faithful morphism

RHom(T,T )−→ RHom(T, T̂pe).

Therefore, we get a quasi-fully faithful morphism in Ho(dg− cat)

RHom(T,T )−→ RHom(T̂pe, T̂pe)

sending the identity to the indentity. Therefore, we obtain a natural isomorphism

HH ·(T )' HH ·(T̂pe).

We get that way that Hochschild cohomology is a Morita invariant.
(c) There also exists an interpretation of Hochschild homology purely in termes of dg-

categories in the following way. We consider two dg-categories T and T ′, and the Yoneda
embedding h : T ↪→ T̂ . We obtain an induced functor

h! : RHom(T, T̂ ′)−→ RHom(T̂ , T̂ ′).

It is possible to show that this morphism is quasi-fully faithful and that its quasi-essential
image consists of all morphisms T̂ −→ T̂ ′ which are continuous (i.e. commute with direct
sums). We refer to [To1, Thm. 7.2] for more details about this statement. This implies that
there is an isomorphism in Ho(dg− cat)

RHom(T, T̂ ′)' RHomc(T̂ , T̂ ′),

where RHomc denotes the full sub-dg-category of continuous dg-functors.
Let now T be a dg-category and consider the T ⊗LT op-dg-module sending (x,y) to T (y,x).
This dg-module can be represented by an object in the dg-category
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L(T ⊗L T op)' RHom(T ⊗L T op, 1̂)' RHomc(
̂T ⊗L T op, 1̂),

and thus by a continuous in Ho(dg− cat)

L(T ⊗L T op)−→ 1̂.

The image of T , considered as a bi-module sending (x,y) to T (y,x), by this morphism is
denoted by HH·(T ) ∈ D(k)' H0(1̂), and is called the Hochschild homology complex of
T . When T is a flat k-algebra R then we have

HH·(T )' R⊗LR⊗Rop R ∈ D(k).

From its definition, it is not hard to show that T 7→ HH·(T ) is invariant by Morita equiva-
lences.

5.3 Descent

In this section we will see how to solve the non-local nature of derived categories explained in
§1.2. For this, let X be a scheme. We have the Grothendieck category C(OX ) of (unbounded)
complexes of sheaves of OX -modules. This category can be endowed with a model category
structure for which the equivalences are the quasi-isomorphisms (of complexes of sheaves) and
the cofibrations are the monomorphisms (see e.g. [Ho2]). Moreover, when X is a k-scheme
then the natural C(k)-enrichment of C(OX ) makes it into a C(k)-model category. We let

L(OX ) := Int(C(OX )),

and we let Lpe(X) be the full sub-dg-category consisting of perfect complexes on X . The
K-theory of X can be defined as

K(X) := K(Lpe(X)),

using the definition of K-theory of dg-categories we saw in the last section.
When f : X −→ Y is a morphism of schemes, it is possible to define two morphisms in

Ho(dg− cat)
L f ∗ : L(OY )−→ L(OX ) L(OY )←− L(OX ) : R f∗,

which are adjoints (according to the model we chose L f ∗ is a bit tricky to define explicitly).
The morphism

L f ∗ : L(OY )−→ L(OX )

always preserves perfect complexes are induces a morphism

L f ∗ : Lpe(Y )−→ Lpe(X).

This construction provides a functor

Lpe : k−Schop −→ Ho(dg− cattr),

from the (opposite of) category of k-schemes to the category of triangulated dg-categories.
The existence of this functor is the starting point of an extremelly rich source of questions
about its behaviour. Following the philosophy of non-commutative geometry according to M.
Kontsevich, Ho(dg− cattr) can be considered as the category of non-commutative schemes,
and the functor Lpe above is simply passing from the commutative to the non-commutative
setting. Contrary to what this might suggest, at leas as first naive thoughts, the functor Lpe is
far from being an embedding and its general study leads to very interesting questions.
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(a) A first observation is that two schemes X and Y can be such that Lpe(X)' Lpe(Y ) without
being isomorphic, as shown by many well known examples of derived equivalences (see
[Ro] for more about this). The fibers of the functor Lpe, that is the set of schemes, up
to isomorphisms, having the same dg-categories of perfect complexes, is expected to be
finite, at least when we restrict to smooth and projective schemes. It is shown in [An-To]
that these fibers are discrete and countable.

(b) The functor Lpe sends direct product of k-schemes into tensor product in Ho(dg− cattr),
at least under reasonable conditions (see [To1], [Fr-Be-Na]). In other words, Lpe is a
symmetric monoidal functor, when k−Sch is considered as a symmetric monoidal category
for the direct monoidal structure.

(c) The image of the smooth and proper k-schemes inside Ho(dg− cattr) has an explicit
descrition: its objects are smooth and projective k-schemes, and morphisms between two
such schemes X and Y are given by quasi-isomorphism classes of perfect complexes on
X ×k Y (see 5.3.2 below). This category is very close to the category of Chow motives, for
which morphisms are rather correspondences up to rationnal equivalences. By analogy,
Ho(dg− cattr) can be used in order to define a notion of non-commutative motives (see
[Ko]). Constructing realisations for these non-commutative motives has lead to the notion
of non-commutative Hodge structures (see [Ka-Ko-Pa]), and to the construction of the
non-commutative Gauss-Manin connexion (see [To-Ve]).

We now come back to the descent property. The following proposition will not be proved
in these notes. We refer to [Hir-Si] for more details about the descent for perfect complexes.

Proposition 5.3.1 Let X = U ∪V , where U and V are two Zariski open subschemes. Then the
following square

Lpe(X) //

��

Lpe(U)

��
Lpe(V ) // Lpe(U ∩V )

is homotopy cartesian in the model category dg− cat.

Let us also mention the following related statement.

Proposition 5.3.2 Let X and Y be two smooth and proper schemes over Speck. Then, there
exists a natural isomorphism in Ho(dg− cat)

RHom(Lpe(X),Lpe(Y ))' Lpe(X×k Y ).

For a proof we refer the reader to [To1]. It should be emphasised here that the corresponding
statement is false on the level of derived categories. More precisely, let E ∈Dpar f (X×k Y ) and
let

φE : Dpar f (X) −→ Dpar f (Y )
F 7→ R(pY )∗(E⊗L p∗X (F))

be the corresponding functor. The construction E 7→ φE defines a functor

φ− : Dpar f (X×k Y )−→ Funtr(Dpar f (X),Dpar f (Y )),
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where the right hand side is the category of triangulated functors from Dpar f (X) to Dpar f (Y ).
When X and Y are projective over Speck (and that k is field) then it is known that this functor
is essentially surjective (see [Ro]). In general it is not known if φ− is essentially surjective or
not. In any case, even for very simple X and Y the functor φ− is not faithful, and thus is not an
equivalence of categories in general. Suppose for instance that X = Y = E and elliptic curve
over k =C, and let ∆ ∈Dpar f (X×k X) be the structure sheaf of the diagonal. The image by φ−
of the objects ∆ and ∆ [2] are respectively the identity functor and the shift by 2 functor. Because
X is of cohomological dimension 1 we have Hom(id, id[2]) = 0, where this hom is computed
in Funtr(Dpar f (X),Dpar f (X)). However, Hom(∆ ,∆ [2])' HH2(X)' H1(E,OE)' k.

5.4 Saturated dg-categories and secondary K-theory

We arrive at the last section of these lectures. We have seen that dg-categories can be used
in order to replace derived categories, and that they can be used in order to define K-theory.
In this section we will see that dg-categories can also be considered as coefficients that can
themselves be used in order to define a secondary version of K-theory. For this I will present an
analogy between the categories Ho(dg− cattr) and k−Mod. Throught this analogy projective
k-modules of finite rank correspond to the notion of saturated dg-categories. I will then show
how to define secondary K-theory spectrum K(2)(k) using saturated dg-categories, and give
some ideas of how to define analogs of the rank and chern character maps in order to see that
this secondary K-theory K(2)(k) is non-trivial. I will also mention a relation between K(2)(k)
and the Brauer group, analog to the well known relation between K-theory and the Picard group.

We start by the analogies between the categories k−Mod of k-modules and Ho(dg−cattr).
The true analogy is really betwen k−Mod and the homotopy theory of triangulated dg-
categories, e.g. the simplicial category Ldg− cattr obtained by simplicial localization (see
[To2]). The homotopy category Ho(dg− cattr) is sometimes too coarse to see the analogy. We
will however restrict ourselves with Ho(dg−cattr), even though some of the facts below about
Ho(dg− cattr) are not completely intrinsic and requires to lift things to the model category of
dg-categories.

(a) The category k−Mod is a closed symmetric monoidal category for the usual tensor product.
In the same way, Ho(dg− cattr) has a closed symmetric monoidal structure induced from
the one of Ho(dg−cat) (see §3.2). Explicitly, if T and T ′ are two triangulated dg-category
we form T ⊗L T ′ ∈ Ho(dg− cat). This is not a triangulated dg-category anymore and we
set

T ⊗̂LT ′ := ̂(T ⊗L T ′)pe ∈ Ho(dg− cattr).

The unit of this monoidal structure is the triangulated hull of 1, i.e. the dg-category of
cofibrant and perfect complexes of k-modules. The corresponding internal Homs is the
one of Ho(dg− cat), as we already saw that RHom(T,T ′) is triangulated if T and T ′ are.

(b) The category k−Mod has a zero object and finite sums are also finite products. This is
again true in Ho(dg−cattr). The zero dg-category (with one object and 0 as endomorphism
ring of this object) is a zero object in Ho(dg− cattr). Also, for two triangulated dg-
categories T and T ′ their sum T

⊔
T ′ as dg-categories is not triangulated anymore. Their

direct sum in Ho(dg− cattr) is the triangulated hull of T
⊔

T ′ , that is

T̂
⊔

T ′
pe
' T̂pe× T̂ ′pe ' T ×T ′.
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We note that this second remarkable property of Ho(dg−cattr) is not satisfied by Ho(dg−
cat) itself. We can say that Ho(dg− cattr) is semi-additive, which is justififed by the fact
that the Homs in Ho(dg− cattr) are abelian monoids (or abelian semi-groups).

(c) The category k−Mod has arbitrary limits and colimits. The corresponding statement is
not true for Ho(dg− cattr). However, we have homotopy limits and homotopy colimits in
Ho(dg− cattr), whose existence are insured by the model category structure on dg− cat.

(d) There is a natural notion of short exact sequences in k−Mod. In the same way, there is a
natural notion of short exact sequences in Ho(dg− cattr). These are the sequences of the
form

T0
j // T

p // (̂T/T0)pe,

where i is a quasi-fully faithful functor between triangulated dg-categories, and (̂T/T0)pe
is the quotient defined as the triangulated hull of the homotopy push-out of dg-categories

T0 //

��

T

��
0 // T/T0.

These sequences are natural in terms of the homotopy theory of triangulated dg-categories
as it can be shown that quasi-fully faithful dg-functors are precisely the homotopy mono-
morphisms in dg− cat, i.e. the morphsms T −→ T ′ such that the diagonal map

T −→ T ×h
T ′ T

is a quasi-equivalence (the right hand side is a homotopy pull-back). This defines a dual
notion of homotopy epimorphisms of triangulated dg-categories as being the morphism
T −→ T ′ such that for any triangulated dg-categories T ′′ the induced morphism

RHom(T ′,T ′′)−→ RHom(T,T ′′)

is a homotopy monomorphisms (i.e. is quasi-fully faithful). In the exact sequences above j
is a homotopy monomorphism, p is a homotopy epimorphism, p is the cokernel of j and j
is the kernel of p. The situation is therefore really close to the situation in k−Mod.

If k−Mod and Ho(dg−cattr) are so analoguous then we should be able to say what is the
analog property of being projective of finite rank, and to define a K-group or even a K-theory
spectrum of such objects. It turns that this can be done and that the theory can actually be
pushed rather far. Also, we will see that this new K-theory migt have some geometric and
arithmetic significance.

It is well know that the projective modules of finite rank over k are precisely the dualizable
(also called rigid) objects in the closed monoidal category k−Mod. Recall that any k-module
M has a dual M∨ := Hom(M,k), and that there always exists an evaluation map

M∨⊗M −→ Hom(M,M).

The k-module M is dualizable if this evaluation map is an isomorphism, and this is known to
be equivalent to the fact that M is projective of finite rank.

We will take this as a definition of projective triangulated dg-categories of finite rank. The
striking fact is that these dg-categories have already been studied for other reasons under the
name of saturated dg-categories, or smooth and proper dg-categories.
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Definition 5.4.1 A triangulated dg-category T is saturated if it is dualizale in Ho(dg− cattr),
i.e. if the evaluation morphism

RHom(T, 1̂pe)⊗̂
LT −→ RHom(T,T )

is an isomorphism in Ho(dg− cattr).

The saturated triangulated dg-categories can be characterized nicely using the notion of
smooth and proper dg-algebras (see [To3, To-Va, Ko-So]). Recall that a dg-algebra B is smooth
if B is a compact object in D(B⊗L Bop). Recall also that such a dg-algebra is proper if its
underlying complex if perfect (i.e. if B is compact in D(k)). The following proposition can be
deduced from the results of [To-Va]. We omit the proof in these notes (see however [To-Va] for
some statements about saturated dg-categories).

Proposition 5.4.2 A triangulated dg-category is saturated if and only if it is Morita equivalent
to a smooth and proper dg-algebra.

This proposition is interesting as it allows us to show that there are many examples of
saturated dg-categories. The two main examples are the following.

(a) Let X be a smooth and proper k-scheme. Then Lpe(X) is a saturated dg-category (see
[To-Va]).

(b) For any k-algebra, which is projective of finite rank as a k-module and which is of finite
global cohomlogical dimension, the dg-category Âpe of perfect complexes of A-modules
is saturated.

The symmetric monoidal category Ho(dg−catsat) of saturated dg-categories is rigid. Note
that any object T has a dual T∨ := RHom(T, 1̂pe). Moroever, it can be shown that T∨ ' T op

is simply the opposite dg-category (this is only true when T is saturated). In particular, for T
and T ′ two saturated dg-categories we have the following important formula

T op⊗̂LT ′ ' RHom(T,T ′).

We can now define the secondary K-group. We start by Z[sat], the free abelian group on
isomorphism classes (in Ho(dg−cattr)) of satuared dg-categories. We define K(2)

0 (k) to be the
quotient of Z[sat] by the relation

[T ] = [T0]+ [(̂T/T0)pe]

for any full saturated sub-dg-category T0 ⊂ T with quotient (̂T/T0)pe.
More generally, we can consider a certain Waldhausen category Sat, whose objects are

cofibrant dg-categories T such that T̂pe is saturated, whose morphisms are morphisms of dg-
categories, whose equivalences are Morita equivalences, and whose cofibrations are cofibrations
of dg-categories which are also fully faithful. From this we can construct a spectrum, denoted
by K(2)(k) by applying Waldhausen’s construction, called the secondary K-theory spectrum of
k. We have

π0(K(2)(k))' K(2)
0 (k).

We no finish with some arguments that K(2)(k) to show that is non trivial and interesting.
First of all, we have the following two basic properties.
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(a) k 7→ K(2)(k) defines a functor from the category of commutative rings to the homotopy
category of spectra. To a map of rings k→ k′ we associate the base change −⊗Lk k′ from
saturated dg-categories over k to saturated dg-categories over k′, which induces a functor
of Waldhausen categories and thus a morphism on the corresponding K-theory spectra.

(b) If k = colimiki is a filtered colimit of commutative rings then we have

K(2)(k)' colimiK(2)(ki).

This follows from the non trivial statement that the homotopy theory of saturated dg-
categories over k is the filtered colimit of the homotopy theories of saturated dg-categories
over the ki (see [To4]).

(c) The monoidal structure on Ho(dg−cattr) induces a commutative ring structure on K(2)
0 (k).

I guess that this monoidal structure also induces a E∞-multiplication on K(2)(k).

Our next task is to prove that K(2)(k) is non zero. For this we construct a rank map

rk(2)
0 : K(2)

0 (k)−→ K0(k)

which an analog of the usual rank map (also called the trace map)

rk0 : K0(k)−→ HH0(k) = k.

Let T be a saturated dg-category. As T is dualizable in Ho(dg− cattr) there exists a trace map

RHom(T,T )' T op⊗̂LT −→ 1̂pe,

which is the dual of the identity map

id : 1̂pe −→ T op⊗̂LT.

The image of the identity provides a perfect complex of k-modules, and thus an element

rk(2)
0 (T ) ∈ K0(k).

This defines the map
rk(2)

0 : K(2)
0 (k)−→ K0(k).

It can be shown that rk(2)
0 (T ) is in fact HH·(T ), the Hochschild homology complex of T .

Lemma 5.4.3 For any saturated dg-category T we have

rk(2)
0 (T ) = [HH·(T )] ∈ K0(k),

where HH·(T ) is the (perfect) complex of Hochschild homology of T .

In particular we see that for X a smooth and proper k-scheme we have

rk(2)
0 (Lpe(X)) = [HH·(X)] ∈ K0(k).

When k = C then HH∗(X) can be identified with Hodge cohomology H∗(X ,Ω∗X ), and thus

rk(2)
0 (Lpe(X)) is then the euler characteristic of X . In other words, we can say that the rank of
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Lpe(X) is χ(X). The map rk(2)
0 shows that K(2)

0 (k) is non zero.

The usual rank rk0 : K0(k)−→ HH0(k) = k is only the zero part of a rank map

rk∗ : K∗(k)−→ HH∗(k).

In the same way, it is possible to define a secondary rank map

rk(2)
∗ : K(2)

∗ (k)−→ K∗(S1⊗L k),

where S1⊗L k is a simplicial ring that can be defined as

S1⊗L k = k⊗Lk⊗LZk k.

Note that by definition of Hochschild homology we have

HH·(k)' S1⊗L k,

so we can also write
rk(2)
∗ : K(2)

∗ (k)−→ K∗(HH·(k)).

Using this map I guess it could be possible to check that the higher K-groups K(2)
i (k) are also

non zero in general. Actually, I think it is possible to construct an analog of the Chern character

Ch : K∗(k)−→ HC∗(k)

as a map
Ch(2) : K(2)

∗ (k)−→ HC(2)
∗ (k) := KS1

∗ (S1⊗L k),
where the right hand side is the S1-equivariant K-theory of S1⊗L k (note that S1 acts on S1⊗L k),
which we take as a definition of secondary cyclic homology (see [To-Ve1, To-Ve] for more
details about this construction).

To finish we show that K(2)
0 (k) has a relation with the Brauer group, analog to the relation

between K0(k) and the Picard group. For this, we define Brdg(k) to be the group of isomorphism
classes of invertible objects (for the monoidal structure) in Ho(dg− cattr). As being invertible
is stronger than being dualizable we have a natural map

Brdg(k)−→ K(2)
0 (k)

analog to the natural map
Pic(k)−→ K0(k).

Now, by definition Brdg(k) can also be described as the Morita equivalence classes of Azumaya’s
dg-algebras, that is of dg-algebras B satisfying the following two properties
(a)

Bop⊗L B−→ REndC(k)(B)
is a quasi-isomorphism.

(b) The underlying complex of B is a compact generator of D(k).
In particular, a non-dg Azumaya’s algebra over k defines an element in Brdg(k), and we

thus get a map Br(k)−→ Brdg(k), from the usual Brauer group of k (see [Mi]) to the dg-Brauer

group of k. Composing with the map Brdg(k)−→ K(2)
0 (k) we get a map

Br(k)−→ K(2)
0 (k),

from the usual Brauer group to the secondary K-group of k. I do not know if this map is injective
in general, but I guess it should be possible to prove that it is non zero in some examples by
using the Chern character mentioned above.
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