
Emergen
e of 
ooperation in an evolutionarygame with two-level de
isionsG. A
osta �, S. Guala, J. Maren
oInstituto de Cien
ias, Universidad Na
ional de General Sarmiento,Buenos Aires, ArgentinaAbstra
tWe introdu
e an extended version of the 
lassi
al minority game model, with twogroups of agents: a group of leading players and a group of following players. Themembers of the �rst group 
an be related to the �nan
ial \gooroos", who de�nemarket trends and are imitated by the members of the se
ond group. This extensionimplements a two-level de
ision pro
ess, modeling a typi
al leadership behaviour of�nan
ial markets. We show by means of numeri
al experiments that the dynami
sof this model leads to the emergen
e of 
oordination and organization patterns.Key words: Minority game, Two-level de
ision
1 Introdu
tionIn re
ent years, dis
rete adaptive games have attra
ted mu
h attention be-
ause of their relation to e
onomi
 and �nantial markets. This kind of gamesgenerally involves a set of de
ision makers who, at dis
rete moments in time,independently 
hoose an a
tion from a �nite set of available a
tions a

ordingto de
ision rules 
alled strategies. The out
ome of the game and the payo�that ea
h agent re
eives depends on these individually 
hosen a
tions.A well-known model dealing with this kind of behaviour is the Minority Game(MG), whi
h is based on the \El Farol" bar problem [1℄ and was introdu
edin [2℄. In that model, N(odd) agents must independently 
hoose between twoa
tions (usually denoted by 0 and 1), and the agents who made the minor-ity de
ision win. Ea
h agent's 
hoi
e depends on a set of s strategies. Ea
hstrategy predi
ts the next winning a
tion (0 or 1) by pro
essing the out
omes� Corresponding author.Email address: ga
osta�ungs.edu.ar (G. A
osta).Preprint submitted 23 June 2004



from the last m time steps, whi
h is the only available publi
 information.The value m is known as the agents' memory. Sin
e every strategy 
ontainsthe 2m possible histori
 states, the whole pool has 22m strategies; and at thebeginning of the game ea
h agent randomly draws her set s from those (mayberepeated by 
han
e). Eventually, those strategies that predi
t the 
orre
t out-
ome for ea
h step are rewarded by one point, regardless of usage. Far awayfrom the possibility of knowing her maximization-of-payo� 
hoi
e, ea
h agentis 
on�ned to play in the way her own best performing strategy (the one fromher set with the best s
ore up to that moment) suggests.The MG is asso
iated to the analysis of simple �nan
ial markets due to thesimilar kind of binary de
isions that have to be made (e.g., \buy" or \sell")and to the bounded rationality and in
omplete information that the individu-als have. However, some other features may be taken into a

ount in order todeal with more 
omplex instan
es. In general, it is well known in e
onomi
sthat agents play in di�erent ways: herd behavior, leadership, 
oordination,
ooperation and 
ompetition have been widely re
ognized and modelled forreal e
onomy and �nan
ial markets [3{7℄.In spe
ulative businesses, at least two 
hara
teristi
 groups may take partas it was previously proposed in [8℄: a group of leading players and a groupof following players. The members of the �rst group 
an be related to thegooroos, who de�ne �nan
ial trends and are 
losely followed by the membersof the latter group, who 
onsider that gooroos have better information thanthemselves.In this paper we study a model based on the original MG that in
ludes theabove observations, by introdu
ing agents a
ting as gooroos and others tryingto emulate their a
tions. These rules establish a two-level de
ision s
enariowhere one of the groups 
ould take advantage of that. The proposed model is
ompared with other ways to play (introdu
ed below), paying attention to theperforman
e of ea
h group and to the performan
e of the whole population aswell as to the emergen
e of 
ooperation.
2 The ModelIn this se
tion we extend the MG with two kinds of de
ision makers. Weassume that one of them holds similar 
hara
teristi
s to the original MG in-stan
e introdu
ed in [2℄ and explained on the previous se
tion (i.e., ea
h playerhas s binary-predi
tion strategies and, for ea
h time step, the strategies pre-di
ting the 
orre
t out
ome gain one point). In 
ontrast, the other group hasnon-binary strategies that refer to players belonging to the former group, andthose predi
ting whi
h agent from the �rst group will guess the next out
omegain one point. From now on, we 
all leaders the agents from the �rst group2



Leader's Strategy Follower's Strategym = 3 Predi
tion m = 3 Predi
tion000 1 000 leader 02001 1 001 leader 34010 0 010 leader 18011 1 011 leader 55100 0 100 leader 71101 0 101 leader 12110 0 110 leader 09111 1 111 leader 43Table 1Examples of typi
al strategies for a leader and a follower.and followers the agents from the se
ond group. Table 1 illustrates exam-ples of two typi
al strategies for both leaders and followers. Under this rules,some 
on�gurations are forbidden, for instan
e, the extreme 
ase with onlyone agent in the minority is only possible if the winner belongs to the leaders'group sin
e any follower's de
ision is tied to a leader's one.We 
onsider agents playing with the same memory length m, the same valueof 
hoi
e (the 
hoi
e of ea
h agent weights one) and the same number s ofstrategies (drawn from their respe
tive pools a

ording to their groups) inorder to assume similar 
apability of reasoning and fo
ussing the di�eren
ebetween groups in the level of de
ision they make. Let us noti
e that theagents playing as followers have to deal with more 
omplex rules than thoseof the leaders (sin
e the predi
tion 
olumn is not binary), unless L � 2. Thetotal number of available strategies is 22m for leaders, L2m for followers andthere are N = L + F players intera
ting altogether, where L and F denotethe number of leaders and followers, respe
tively.Taking into a

ount the payo� of the game, the optimal distribution of re-sour
es, from the so
iety point of view, has (N � 1)=2 winners without regardto the numbers of leaders and followers parti
ipating of the minority. There-fore, the smaller the number of winners, the bigger the so
ial waste of resour
esdue to the ineÆ
ient distribution of resour
es.In the original MG, as well as in �nan
ial markets, the varian
e �2 of atten-dan
e of one of the two options is 
onsidered as one of the most important
hara
teristi
s of the game be
ause it measures the way that the population isglobally wasting its resour
es. The smaller �2 is, the smaller the waste, the riskand the volatility of the market are. The emergen
e of 
oordination betweenagents in the MG is given by the fa
t that the agents 
olle
tively behave in abetter way than randomly, in whi
h 
ase the varian
e is �r2 = N=4. Indeed, inthis 
ase the 
oordinated agents' varian
e is �2 < �r2 [9{12℄. However, when3



some players follow the others' 
hoi
es, the game is not supposed to behavein the known 
lassi
al way. It in
ludes new 
riti
al variables to deal with andmakes it ne
essary to rede�ne the 
on
ept of \random instan
e" to measurethe 
oordination parameters.We de�ne the random instan
e as follows: in every time step ea
h followerrandomly 
hooses a leader to tra
k, and then, ea
h leader, trailing her setof followers, randomly 
hooses one of the two alternatives. It 
an be easily
he
ked that in this 
ase the varian
e is�r2 = L4 (�FL + 1�2 + FL �1� 1L�) (1)Noti
e that if only L agents with F weights (randomly distributed amongthem) played in the MG, the 
ontribution of the average weight to �r2 wouldbe (FL +1)2 and the 
ontribution of the distribution varian
e of weights wouldbe FL (1� 1=L).
3 Numeri
al ResultsThe aim of this se
tion is to show the performan
e of the game for three kindsof followers:i) strategi
al followers (SF): with followers playing a

ording to the aboveintrodu
ed model;ii) �xed followers (FF): with ea
h follower randomly 
hoosing at the begin-ning a leader to tra
k along the whole game;iii) random followers (RF): with ea
h follower randomly 
hoosing for ea
htime step a new leader to tra
k.As the varian
e measures how well the agents are able to distribute resour
es,a key point is to observe where �2 < �r2 holds under di�erent 
onditions. Forlarge L we have (1� 1=L) � 1. Then, from Eq. (1) we get�r2 � L4 n(k + 1)2 + ko (2)where k = F=L. For the original MG (re
overable by the parti
ular 
ase k = 0or equivalently L = N), the s
aling fa
tors 2m=N and �2=N have been 
on-sidered, for whi
h the results for di�erent values of m and N show the same
urve [9,11,13℄. In our model, a 
omparable s
aling e�e
t is obtained by usingL instead of N , as inferred from Eq. (2). Sin
e �r2=L only depends on k, we4
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Fig. 1. �2=L as a fun
tion of 2m=L for SF (squares), FF (
ir
les) and RF (stars)behaviours with (a) k = 1 and (b) k = 5.
an study instan
es where the agents' behaviour evolves to a
hieve 
oordina-tion for di�erent values of k. We 
ompare the varian
e �2=L of attendan
eto the alternative 0 as a fun
tion of 2m=L, with s = 2, for the three kinds offollowers introdu
ed above. Figs. 1(a) and (b) show the results for k = 1 andk = 5, respe
tively. It is observed that, as the information available to theagents in
reases (as 2m=L grows), �2=L tends to the random instan
e value(Eq. (2)) due to their diÆ
ulty of managing that in
reasing amount of infor-mation [2℄. We see that the best performan
e of agents (minimization of �2=L)is a
hieved when the followers play strategi
ally (SF). This means that theyhelp to improve the 
oordination when they also get an indu
tive learning.In this sense, the random movement of followers (RF) makes impossible theirlearning pro
ess and the game develops its worst performan
e. In spite of thethree 
ases get a 
oordination that over
omes the random performan
e, the SFbehaviour shows the highest levels of 
oordination. Therefore, we 
ompare itto the original MG by means of an appropriate s
aling a

ording to the valueof k. The aim is to 
ompare the performan
e of the game for any k with aninstan
e of a MG de�ned applying a �xed weigth k + 1 to ea
h agent. In thisweighted MG (WMG) the \noise" generated by the followers is minimized andhen
e it is useful as a referen
e to 
ompare with. The varian
e �2r of the ran-dom instan
e of the WMG is obviously given by L4 (k+1)2, providing a s
alingfa
tor 1=� = (k + 1)2. It is shown in Fig. 2(a) the way the whole populationdevelops an eÆ
ient 
oordination, for several values of k, when both leadersand followers learn. This 
oordination appears to be (around the minimum�2=L) even better than the WMG instan
e, but getting worse than that as2m=L grows, tending �nally to ��2r=L � 14(1 + k(k+1)2 ). Sin
e this asymptoti
value is grater than 1=4 (for k > 0) a similar varian
e to that of the WMG, inthe maximum 
oordination region, implies an interesting performan
e of thegame.This global behaviour does not bring any information about the bene�ts of5
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Fig. 2. (a) Res
aling of SF behaviour for � 
orresponding to k = 0 (triangles),k = 1 (stars), k = 2 (
ir
les) and k = 5 (squares). Noti
e that k = 0 is equivalentto the original MG (Eq. (2)). (b) Su
ess rate for leaders (squares) and followers(
ir
les) with SF behaviour, for k = 1 (�lled) and k = 5 (empty). Noti
e the swapof over
oming group when the 
oordination starts.ea
h group. Regarding this point, the su

ess rates for both leaders and follow-ers are analyzed separatedly. Fig. 2(b) shows the leaders taking an advantageover the followers with SF behaviour, for di�erent values of k, mainly due tothe level of de
isions that ea
h group takes. However, this advantage de
ays ask grows, showing the diÆ
ulty for the leaders to manage the followers opinion.In fa
t, this tenden
y 
an be seen for di�erent followers' behaviours as it isshown in Figs. 3 and 4 by the su

ess rates of leaders and followers, respe
-tively, for k = 1 and k = 5. Another important feature of Fig. 2(b) appearsfor small values of 2m=L, where �2 > �r2. In that region of the �gure, thefollowers' su

ess rate over
omes the leaders' one, implying a phase transitionin �2 � �r2 (2m=L � 0:2), regardless of k.A

ording to Fig. 3, the leaders always improve their su

ess rate 
omparingwhen playing alone but, as mentioned above, that improvement de
reases as kgrows, stabilizing asymptoti
ally in the original MG performan
e. Even whenthe global 
oordination behaves similarly to the origial MG, there is an un-equal distribution that bene�ts to the leaders. In this sense, we see in Fig. 2(b)that the followers with SF behaviour approa
h the leaders' su

ess rate only inthe region of maximum 
oordination. In general, the followers' three behaviorsdi�er signi�
antly from the leaders' behavior, being more similar only whenk is in
reased. It is 
learly seen that the RF behaviour is the worst way toplay be
ause it not only generates the lowest followers' in
omes, but also doesnot generate an observable in
rease of leaders' in
omes. It should be notedthat, in spite of the di�eren
e of su

ess rate of followers' three behaviours,there are not big di�eren
es in the leaders' su

ess rate. This suggests that,in the region of 
oordination, the leaders do not take extra pro�ts based onthe followers' in
apability of learning, but only on the de
ision level and onthe value of k. As mentioned above, where �2 < �2r , the leaders' su

ess rate6
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Fig. 3. Su

ess rate of leaders for SF (squares), FF (
ir
les) and RF (stars) be-haviours with the original MG (triangles) as a 
omparison parameter for (a) k = 1and (b) k = 5.
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Fig. 4. Su

ess rate of followers for SF (squares), FF (
ir
les) and RF (stars) be-haviours for (a) k = 1 and (b) k = 5.tends to the original MG instan
e as k grows, that is, tends to the su

ess rateof the k = 0 instan
e. Therefore, there should exist some 0 < k < 1 wherethe leaders' performan
e is optimal. Additional simulations showed that theoptimal point 
orresponds to k = 1, regardless of 2m=L.4 Con
lusionsWe have analyzed a generalization of the MG problem that introdu
es three
entral, heterogeneous entities: agents, de
ision levels and agents' way of de-
iding. These features distinguish this model from less realisti
 models aboutthis topi
 and open the possibility of new interesting alternatives.A

ording to our results, in the better-than-random region, the leaders are7



able to get better performan
e than the followers with similar intelligen
e
onditions and than themselves when playing alone due to the di�erent levelsof de
ision between groups. Besides, SF behaviour is more su

essful than bothFF and RF and shortens the distan
e between leaders and followers. However,this distan
e is also shortened by in
reasing k, regardless of the followers'behaviour. This means that, when k is small (optimized in k = 1) and thegame is developed in a given range of publi
 information (about 0:2 < 2m=L),leaders may read better the game and get bene�ts of it, whi
h reveals theimportan
e of how individuals manage their own information and the publi
one with respe
t to their de
ision level.As a remarkable result, an eÆ
ient 
oordination is observed. On the one hand,this means that there is a \multi-level thinking" intra and inter groups withwhi
h both groups indu
tively learn to play. On the other hand, this 
oordi-nation suggets a deep organization and an e�e
tive learning.Finally, further resear
h in this dire
tion should be addressed to explain thereason of the observable phase transition when 
oordination starts. Other is-sue worth studying is how the 
hara
teristi
s of an evolutionary game withgroups ex
hanging agents or with just one group of agents with mixed strate-gies would behave.
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