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Abstract. Let K be a totally real number field and let B be a totally
definite quaternion algebra over K. In this article, given a set of rep-
resentatives for ideal classes for a maximal order in B, we show how to
construct in an efficient way a set of representatives of ideal classes for
any Bass order in B. The algorithm does not require any knowledge of
class numbers, and improves the equivalence checking process by using
a simple calculation with global units. As an application, we compute
ideal classes representatives for an order of discriminant 30 in an algebra
over the real quadratic field Q[

√

5].

Introduction

The theory of quaternion algebras over number fields plays a central role
in many computations related to modular forms. For example, orders in
totally definite quaternion algebras over totally real fields can be used to
compute Hilbert modular forms, as explained in [Piz80] for classical modular
forms and in [DD08] for Hilbert modular forms over totally real fields of even
degree. These methods require first to find a suitable order in such algebra,
and then compute representatives for the equivalence classes of its left ideals.
The purpose of this article is to compute both things in an efficient way, and
in a rather general setting, which includes Eichler orders and many others
- for example, the orders used in [PT07] to compute half-integral weight
modular forms in Shimura correspondence with modular forms of level p2.

Let K be a number field and let B be a quaternion algebra over K. When
computing ideal classes representatives, locally isomorphic orders in B can
be regarded as equal, since two such orders have a connecting ideal, and
multiplication by this ideal gives a bijection between ideal classes represen-
tatives for both orders. Hence, it is natural to group locally isomorphic
orders into genera. Our first main result is the following theorem.

Theorem A. There is an algorithm that, given a Bass order R in B, com-
putes suborders of R of any given genus.

In particular, Theorem A allows us to calculate any Bass order in any
quaternion algebra, since by [Voi10] we know how to obtain maximal orders
in this general setting.
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The second main result concerns the computation of left ideal classes
representatives for Bass orders, assuming that K is totally real and B is
totally definite.

Theorem B. There is an algorithm that, given a Bass order R in B and
a set of representatives S of left R-ideal classes, computes left ideal classes
representatives for suborders of R of any given genus. Furthermore, the set
of norms of the computed ideals is the same as the set of norms of the ideals
in S.

Hence, starting from a set of representatives for a maximal order (which
can be obtained following [Piz80] or [SW05] in certain particular cases, and
[KV10] in the general setting), we can compute representatives for any Bass
order in B.

The algorithm is such that that the constructed ideals are contained in
the given ones. This allows to, in comparison to the methods à la Pizer
(see, e.g., [Piz80], [CS01], [SW05]), avoid the repeated usage of norm forms
for checking equivalences between ideals (see [Piz80], Propositions 1.18 and
2.27), using this technique just once (see Remark 3.23).

Bass orders can be described locally in terms of certain ternary quadratic
forms. The strategy for proving Theorems A and B is to reduce the situation
to the case of considering maximal Bass suborders of R. This allows to
construct both the desired suborder and its ideal classes representatives in
terms of local computations related to the forms in correspondence with the
orders. In this special case, we also give a method to compute the ideal
classes representatives by global means.

The article is organized as follows. In the first section we give the basic
definitions that will be used throughout the article. In the second section
we prove Theorem A, first recalling the local description of Bass orders. The
third section is devoted to prove Theorem B. In the fourth section we present
an example of our algorithm: we show how to construct representatives of
ideal classes for an Eichler order of discriminant 30 in the quaternion algebra
B over Q[

√
5] ramified at the two infinite places.

Throughout the article, in order to make the exposition clearer, we assume
that no dyadic primes occur in the discriminants of the orders considered.
This case, with the extra assumption that 2 is inert in K, is treated sepa-
rately in the appendix.

Acknowledgements: We would like to thank Gonzalo Tornaŕıa and Lassi-
na Dembélé for the useful conversations we held with them.

1. Basic notions and notation

We start recalling some basic definitions and properties of quaternion
algebras that will be used during the paper. A more detailed exposition can
be found, for example, in [Vig80] and [Kap69].

Let O be a Dedekind domain, and let K denote its fraction field. Let p

be a prime ideal of O. By Op we denote the completion of O at p, and we
denote completions of other objects in a similar way. By vp we denote the
p-adic valuation on Kp. The residue field Op/pOp is denoted by kp, and by
πp we denote an element of O which is a local uniformizer of pOp.
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Let B be a quaternion algebra over K, that is, a four dimensional, central
and simple K-algebra with unity. Then B has a natural involution x 7→ x̄,
that induces the linear form (reduced) trace given by Tr(x) = x + x̄ and
the quadratic form (reduced) norm given by N(x) = xx̄. The bilinear form
corresponding to the latter is (x, y) 7→ Tr(xȳ).

A lattice Λ in B is a finitely generated O-module such that Λ⊗OK ≃ B.
Given a lattice Λ, its dual lattice Λ∨ is defined by

Λ∨ = {x ∈ B : Tr(xΛ) ⊆ O}.
An order is a lattice R which is also a subring with unity. Its (reduced)

discriminant is the ideal d(R) ⊆ O whose square is the ideal generated by
{det(Tr(xix̄j)) : x1, . . . , x4 ∈ R}.

Given a lattice Λ, the set

Rl(Λ) = {x ∈ B : xΛ ⊆ Λ}
is an order called the left order of Λ. The right order is defined and denoted
in a similar way. We define the inverse of Λ by

Λ−1 = {x ∈ B : ΛxΛ ⊆ Λ}.
We say that Λ is invertible if ΛΛ−1 = Rl(Λ) and Λ−1Λ = Rr(Λ). An order
R is called a Gorenstein order if every lattice Λ such that Rl(Λ) = R is
invertible, and it is called a Bass order if every order containing it is a
Gorenstein order.

Given two lattices Λ ⊇ Λ′ in B, the index of Λ′ in Λ is the ideal [Λ : Λ′] ⊆
O generated by {det(φ) : φ ∈ EndK(B), φ(Λ) ⊆ Λ′}.

Let R be an order in B. A left R-(invertible) ideal is an invertible lattice
I such that Rl(I) = R. Two left R-ideals I and J are called equivalent if
there exists x ∈ B× such that I = Jx, and the set of equivalence classes is
denoted by Cl(R). A left R-ideal I is called principal if it is equivalent to
R, i.e., if there exists x ∈ B× such that I = Rx. A lattice I is invertible if
and only if Ip is principal for all p.

Let R,R′ be orders in B. We say that they are in the same genus if
Rp ≃ R′

p for all p. This is equivalent to the existence of an ideal I connecting
R and R′, i.e., such that Rl(I) = R and Rr(I) = R′.

Notation index

• p, q, . . . : prime ideals of O.
• Λ,Λ′, . . . : lattices in B.
• R,R′, . . . : orders in B.
• R×,1 = {x ∈ R : N(x) = 1}.
• I, J, . . . : invertible lattices in B.
• 〈a1, . . . , an〉: the quadratic form

∑n
i=1 aix

2
i

• diag(a1, . . . , an): the diagonal matrix with ai as (i, i) coefficient.

2. Constructing suborders

The aim of this section is to prove Theorem A. Its proof, together with a
precise description of the input of the algorithm, will we given at the end of
the section, once we have developed the necessary tools.
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The problem can be reduced to compute maximal suborders of R in any
given genus. The index of a maximal suborder of a given order is known,
according to Corollary 1.11 of [Brz83], which we recall here.

Proposition 2.1. Let R be an order in B, and let R′ be a maximal suborder
of R. Then, there exists p such that [R : R′] = p or p2 and pR′ ⊆ R.

Hence, maximal suborders of a given order R can be obtained by describ-
ing the maximal suborders of Rp for every p.

Local Bass orders. ¿From here on we assume that p ∤ 2, and we fix δ ∈ O
such that ( δ

p
) = −1.

The correspondence between isomorphism classes of Gorenstein orders
in quaternion algebras over local fields and ternary quadratic forms was
developed in [Brz82]. This correspondence was explored further in [Lem11],
where it is refined to describe Bass orders. We summarize here the results
we extract from this article.

Let Rp be an order, and let E = {f0, f1, f2, f3} be a basis of R∨
p satisfying

(2.2) Tr(f0) = 1, Tr(f1) = Tr(f2) = Tr(f3) = 0.

Denote by ME the Gram matrix of the norm form in the trace zero sub-
module of R∨

p corresponding to E , i.e.
ME =

(
Tr(fif̄j)

)
1≤i,j≤3

.

Then d ·ME is the ternary quadratic form associated to Rp, where d is any
generator of d(Rp).

Conversely, to an integral ternary quadratic form f over Op can be asso-
ciated an order C0(f) in a quaternion algebra over Kp: the order and the
algebra are given by the even part of the Clifford algebras associated to f
over Op and Kp respectively.

By Propositions 5.8 and 5.10 of [Lem11], the maps Rp 7→ d · ME and
f 7→ C0(f) give a bijection between isomorphism classes of Bass orders in
quaternion algebras over Kp and the set of ternary quadratic forms of Table
2.1, where we group forms into classes that will be treated in a unified way
when convenient.

Class Form Parameters Hilbert Symbol

A1
〈
1,−1, πsp

〉
s ≥ 0 1

A2
〈
1,−δ, πsp

〉
s ≥ 1 (−1)s

B 〈1, πp, ǫ1πp〉 ǫ1 ∈ {1, δ}
(
−ǫ1
p

)

C
〈
1, ǫ1πp, ǫ2π

s
p

〉
ǫ1, ǫ2 ∈ {1, δ}, s ≥ 2

(
ǫ1
p

)s (−ǫ2
p

)

Table 2.1. Ternary quadratic forms in correspondence with
local Bass orders.

In particular, every Bass order R in B induces a family (fp)p of ternary
quadratic forms, by letting fp be the form from Table 2.1 corresponding
to Rp. This family satisfies that fp = 〈1,−1, 1〉 for almost every p, and is
independent of the genus of R.
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Equation (2.6) below implies that, given a form f = 〈1, a, b〉, then the
quaternion algebra C0(f)⊗Op

Kp is a matrix algebra if and only if 〈a, b, ab〉
is isotropic, i.e., if and only if the Hilbert symbol (−a,−b

p
) equals 1. The sign

for each case is shown in Table 2.1.
The graphs on Figure 2.1 show how the isomorphism classes of Bass orders

in quaternion algebras over Kp are distributed. Each vertex represents an
isomorphism class of Bass orders, and there is an edge between two vertices
if and only if there is an order Rp corresponding to the top vertex, and an
order R′

p corresponding to the bottom vertex, such that R′
p is a maximal

suborder of Rp; if f and g are respectively the corresponding forms from
Table 2.1, we will say that g is beneath f . Note that these graphs reflect the
assertion of Proposition 2.1.
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Figure 2.1. Isomorphism classes of Bass orders

All the orders in the left graph lie in the division quaternion algebra,
while all the orders in the right one lie in the matrix algebra. Horizontally
aligned vertices have the same discriminant, which is indicated in the middle
column. Vertically aligned vertices correspond to forms of the same class,
which is indicated in the bottom row. The orders of class A1 are the so
called Eichler orders (see, e.g., Section 2 of [Brz83]), and the orders of class
A2 are the orders of level p2r+1 considered in [Piz76].

Example 2.3. Let s ≥ 0. The order Es =
( Op Op

πs
pOp Op

)
⊆ M2(Op) is a Bass

order of class A1 and discriminant ps. Es+1 is a maximal suborder of Es.

Definition 2.4. Let Rp be a Bass order in correspondence with the form
f = 〈1, a, b〉, and let B = {1, e1, e2, e3} be a basis of Rp as an Op-module.



6 ARIEL PACETTI AND NICOLÁS SIROLLI

We say that B is a good basis if the ei satisfy

e21 = −ab, e22 = −b, e23 = −a,
e1e2 = −be3, e2e3 = −e1, e3e1 = −ae2,(2.5)

e2e1 = be3, e3e2 = e1, e1e3 = ae2.

Every Bass order has a good basis (see Section 4 of [Lem11], and also
[GL09]), and in such basis the norm form is given by

N = 〈1, ab, b, a〉.(2.6)

Example 2.7. A good basis for the order Es defined above is given by

1 =
(

1 0
0 1

)
, e1 =

( 0 1
πsp 0

)
, e2 =

( 0 1
−πsp 0

)
, e3 =

(
1 0
0 −1

)
.

Let Rp be an order in correspondence with the form f = 〈1, a, b〉, and let
E = {f0, f1, f2, f3} be a basis of R∨

p satisfying (2.2). Let ei = 4ab·fj f̄k, where
(i, j, k) is an even permutation of (1, 2, 3), and define E† = {1, e1, e2, e3}.
Then E† is a basis of Rp (see [Lem11], Theorem 4.3).

Proposition 2.8. With the notation as above, if E is such that

(2.9) 2ab ·ME = diag(1, a, b),

then E† is a good basis of Rp (see [Lem11], Theorem 4.3).

Remark 2.10. Conversely, if B is a good basis of Rp, then MB∨ satisfies
(2.9), where given a basis B = {e0, e1, e2, e3} of Rp, we denote by B∨ =
{f0, f1, f2, f3} the basis of R∨

p characterized by the equations Tr(eif̄j) = δij .

Constructing maximal suborders, the local case. Given an order Rp

corresponding to a form f from Table 2.1, we construct a representative
for each of the one or two isomorphism classes of maximal suborders of Rp

(see Figure 2.1). The way to do this is, given a good basis {1, e1, e2, e3} of
Rp and a form g from Table 2.1 beneath f , find elements d1, d2, d3 ∈ Rp

satisfying the equations (2.5) corresponding to the form g. Then, the order
R′

p = 〈1, d1, d2, d3〉Op
is a maximal suborder of Rp in correspondence with

the form g, for which {1, d1, d2, d3} is a good basis.

Using Hensel’s Lemma, take α0, α1, β0, β1, µ, ν ∈ Op satisfying:

• α2
0 − α2

1 = πp.
• β20 + β21 = δ.
• µ2 = −1, when (−1

p
) = 1.

• ν2 = −δ, when (−1
p
) = −1.

Proposition 2.11. The elements d1, d2, d3 defined by Table 2.2 satisfy the
equations (2.5) corresponding to the form g.

Proof. In each case, it is straightforward to check that the di’s satisfy the
equations (2.5) corresponding to g, using that the ei’s satisfy the equations
corresponding to f . �
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Form Form beneath Good basis for R′
p〈

1,−1, πsp
〉 〈

1,−1, πs+1
p

〉
d1 = α0e1 + α1e2,
d2 = α1e1 + α0e2, d3 = e3

〈1,−1, 1〉
〈
1,−δ, π2p

〉
d1 = πp(β1e1 − β0e3),
d2 = πpe2, d3 = β0e1 + β1e3

〈1,−1, πp〉 〈1, πp, πp〉, if (−1
p
) = 1 d1 = µπpe3, d2 = µe1, d3 = e2

〈1, πp, δπp〉, if (−1
p
) = −1 d1 = νπpe3, d2 = νe1, d3 = e2〈

1,−δ, πsp
〉 〈

1,−δ, πs+2
p

〉
d1 = πpe1, d2 = πpe2, d3 = e3

〈1,−δ, πp〉 〈1, πp, δπp〉, if (−1
p
) = 1 d1 = µπpe3, d2 = µe1, d3 = e2

〈1, πp, πp〉, if (−1
p
) = −1 d1 = ν−1πpe3, d2 = ν−1e1,

d3 = e2
〈1, πp, πp〉

〈
1, πp, π

2
p

〉
d1 = πpe2, d2 = e1, d3 = e3〈

1, δπp, π
2
p

〉
d1 = πp(−β1e2 + β0e3),
d2 = e1, d3 = β0e2 + β1e3

〈1, πp, δπp〉
〈
1, πp, δπ

2
p

〉
d1 = πpe2, d2 = e1, d3 = e3〈

1, δπp, δπ
2
p

〉
d1 = πpe3, d2 = e1, d3 = e2〈

1, πp, π
s
p

〉 〈
1, πp, π

s+1
p

〉
d1 = πpe2, d2 = e1, d3 = e3〈

1, δπp, π
s
p

〉 〈
1, δπp, δπ

s+1
p

〉
d1 = δπpe2, d2 = e1, d3 = e3〈

1, πp, δπ
s
p

〉 〈
1, πp, δπ

s+1
p

〉
d1 = πpe2, d2 = e1, d3 = e3.〈

1, δπp, δπ
s
p

〉 〈
1, δπp, π

s+1
p

〉
d1 = δπpe2, d2 = δ−1e1,
d3 = e3

Table 2.2. Suborders

Remark 2.12. It can be proved that this construction is general, in the
sense that every maximal suborder of Rp can be obtained by the previous
procedure, if we start with a suitable good basis of Rp.

Quasi-good bases. So far, given an order Rp, we must obtain a good
basis of it to compute its suborders. This involves diagonalizing a ternary
quadratic form over Op, which is not desirable from the computational view-
point. Nevertheless, as we will show in this subsection, this can be reduced
to diagonalize the corresponding form modulo pn for a certain small non-
negative integer n.

Definition 2.13. Let B = {1, e1, e2, e3} be a basis of Rp. We say that B
is a quasi-good basis if there exists a good basis B̃ = {1, ẽ1, ẽ2, ẽ3} of Rp

satisfying

ẽi ≡ ei mod (pRp) (1 ≤ i ≤ 3).

Proposition 2.14. Let B = {1, e1, e2, e3} be a quasi-good basis of an order
Rp in correspondence with a form f , and let g be a form beneath f . Let
d1, d2, d3 be as in Table 2.2. Then,

R′
p = 〈1, d1, d2, d3〉Op

is a maximal suborder of Rp in correspondence with the form g.

Proof. Let B̃ = {1, ẽ1, ẽ2, ẽ3} be a good basis of Rp as in Definition 2.13. In

terms of these elements and the form g, define elements d̃1, d̃2, d̃3 according
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to Table 2.2, and let R′
p =

〈
1, d̃1, d̃2, d̃3

〉
Op

. The table shows that d̃i ≡ di

mod (pRp) for every 1 ≤ i ≤ 3. Then, since pRp ⊆ R′
p, we have that

R′
p = R′

p + pRp =
〈
1, d̃1, d̃2, d̃3

〉
Op

+ pRp ⊇ 〈1, d1, d2, d3〉Op
.

Letting Λp denote the lattice on the right-hand side of this equation, it
suffices to see that d(R′

p) = d(Λp) to complete the proof.
Let e ∈ {1, 2} be such that [Rp : R′

p] = pe. Following Table 2.2 case by
case, it can be proved that d(Λp) = ped(Rp). Since d(R

′
p) = ped(Rp), we are

done.
�

Remark 2.15. Let m = vp(d(R
′
p)). The proof shows that, when constructing

the di’s, the elements α0, α1, . . . in Table 2.2 need to be calculated only up
to precision πm+1

p , since in that case the ideal d(Λp) remains unchanged.
It shows also that {1, d1, d2, d3} needs not to be a quasi-good basis for R′

p,

since we only get that d̃i ≡ di mod (pRp). Nevertheless, since p2Rp ⊆ pR′
p,

it is a quasi-good basis if the stronger congruence ẽi ≡ ei mod (p2Rp) holds.

Proposition 2.14 shows that obtaining quasi-good bases is enough for our
purpose of computing suborders. In what follows we show how to obtain
these bases.

Let f = 〈1, a, b〉 be the form in correspondence with Rp, and let E =
{f0, f1, f2, f3} be a basis of R∨

p satisfying (2.2). The existence of good bases

implies that there exists C ∈ GL3(Op) such that 2ab·CtMEC = diag(1, a, b).
Hence, 2ab ·ME ∈M3(Op) and det(ME) = 8−1(ab)−2u2 for some u ∈ O×

p .

Proposition 2.16. Let n = 2vp(a)+1. Assume that E satisfies the following
conditions.

(a) There exists b̃ ∈ Op such that

2ab ·ME ≡ diag(1, a, b̃) mod (M3(p
nOp)).

(b) det(ME) = 8−1(ab)−2u2.

Then, E† is a quasi-good basis of Rp.

Remark 2.17. The congruence in (a) is the really relevant hypothesis. If this
congruence is satisfied and u ∈ O×

p is such that det(ME) = 8−1(ab)−2u2,

then the basis {f0, f1, f2, u−1f3} satisfies (a) and also (b).

The proof of Proposition 2.16 is based on the following lifting lemma.

Lemma 2.18. Let r,m be non negative integers such that m > 2r, and let
A ∈M3(Op) be a symmetric matrix. Suppose that there exists C ∈ GL3(Op)
such that

CtAC ≡ diag(α, β, γ) mod (M3(p
mOp)),

with vp(α) = 0 and vp(β) = r. Then, there exists C ′ ∈ GL3(Op) satisfying
C ′ ≡ C mod (M3(p

m−rOp)) such that

C ′tAC ′ ≡ diag(α′, β′, γ′) mod (M3(p
m+1Op)),

with α′ ≡ α mod (pm−rOp) and β
′ ≡ β mod (pmOp).
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Proof. Write

CtAC = diag(α, β, γ) + πmp

(
a b c
b d e
c e f

)
,

with a, b, . . . , f ∈ Op. We claim that there exists a matrix C0 ∈ GL3(Op)
such that

Ct
0AC =

( α+ aπmp 0 c′πmp
−bπrp β + d′πmp e′πmp
−cπrp −eπrp γ + f ′πmp

)
,

with c′, d′, e′, f ′ ∈ Op. This can be shown by performing row operations
on CtAC, using the diagonal entries as pivots to first obtain zeroes at the
(3, 1), (2, 1), (1, 2) and (3, 2) entries, and then obtain −cπrp ,−eπrp and −bπrp
at the (3, 1), (3, 2) and (2, 1) entries respectively.

Let C ′ = C + πm−r
p C0. Then,

C ′tAC ′ =

( α′ 0 c′π2m−r
p

0 β′ e′π2m−r
p

c′π2m−r
p e′π2m−r

p γ′

)
+ π

2(m−r)
p Ct

0AC0.

where α′ = α+aπmp +2πm−r
p (α+aπmp ) and β′ = β+d′πmp +2πm−r

p (β+d′πmp ).
Since 2(m− r) ≥ m+ 1, we are done. �

Proof of Proposition 2.16. Let r = vp(a). By letting m → ∞ in the pre-
vious lemma, we get a matrix C = (cij) ∈ GL3(Op) satisfying C ≡ I
mod (M3(p

2r+1Op)) such that

2ab · CtMEC = diag(α, β, γ),

with α ≡ 1 mod (πr+1
p ) and β ≡ a mod (π2r+1

p ). Using Hensel’s lemma,

take x1, x2 ∈ O×
p satisfying xi ≡ 1 mod (πr+1

p ) such that α = x21 and

β = x22a. Taking determinants we see that γ = x23b, where x3 =
det(C)
x1x2

.

Now let C̃ = C · diag(x1, x2, x3)−1. Then C̃ satisfies that

2ab · C̃tME C̃ = diag(1, a, b).

Let f̃i =
∑3

j=1 c̃jifj , where C̃ = (c̃ij), let f̃0 = f0, and let Ẽ = {f̃0, f̃1, f̃2, f̃3}.
Then Ẽ† is a good basis of Rp, for (2.9) is verified by MẼ . The congruences

satisfied by the xi’s and C imply that f̃i ≡ fi mod (pR∨
p ) for 1 ≤ i ≤ 3.

Hence E† is a quasi-good basis of Rp, since Proposition 3.2 of [Brz82] gives
that 4ab ·R∨

pR
∨
p ⊆ Rp.

�

From local to global. Let Λ be a lattice in B, and let Λ′
p ⊆ Λp be a

sublattice of index pe, where e is a non-negative integer. Let Λ′ ⊆ B be the
lattice given by

Λ′
q =

{
Λq if q 6= p,

Λ′
p if q = p.

Given a set of generators for Λ as an O-module and a set of generators for
Λ′
p as an Op-module, how can we construct a set of generators for Λ′ as an

O-module?
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Assume that Λ = 〈v1, v2, . . . , vm〉O and that Λ′
p = 〈w1, w2, . . . , wn〉Op

. For

each i write wi =
∑

j aijvj , with aij ∈ Op. There exist elements bij ∈ O
and cij ∈ πepOp such that aij = bij + cij (they can be constructed, for
example, looking at the p-adic expansion of the aij). Consider the vectors
w̃i =

∑
j bijvj (which belong to Λ). Then we have

Proposition 2.19.

Λ′ = peΛ + 〈w̃1, w̃2, . . . , w̃n〉O.
Proof. It is enough to check that these two lattices coincide at all localiza-
tions. Denote by Λ′′ the lattice in the right hand side.

• If q 6= p, then πp is a unit in Oq. So peΛq = Λq, which implies that
Λ′′
q = Λq + 〈w̃1, w̃2, . . . , w̃n〉Oq

= Λq.

• Since peΛp ⊆ Λ′
p, we have that Λ′′

p ⊆ Λp; the reverse inclusion is
deduced from the fact that w̃i ≡ wi mod (peΛp).

�

Remark 2.20. Using the Hermite Normal Form algorithm (see [Coh00],
Chapter I), for every lattice in B we can compute a generating set over
O with at most five elements. In particular, this can be done for the sum
describing Λ′, and we can assume that Λ is given in this way.

The algorithm. We are now ready to prove our first main result, which
we recall here.

Theorem A. There is an algorithm that, given a Bass order R in B, com-
putes suborders of R of any given genus.

Proof. It suffices to give an algorithm which computes maximal suborders
of R in any given genus. So we assume that we are given a prime p, the form
fp corresponding to Rp, and a form gp beneath fp. The algorithm, which we
describe below, will return a Bass order R′ ⊆ R with R′

q = Rq for all q 6= p,
and such that R′

p corresponds to gp.

Algorithm 2.21.

Step 1. Use Proposition 2.16 to find a quasi-good basis for Rp.

Step 2. Use Proposition 2.14 to construct a suborder R′
p ⊆ Rp corresponding

to the form gp.

Step 3. Use Proposition 2.19 to construct an order R′ such that

R′
q =

{
Rq if q 6= p,

R′
p if q = p.

�

3. Computing ideal classes representatives for suborders

The aim of this section is to prove Theorem B. We start with some nota-
tion and definitions.

If R is an order in B, we denote by I(R) the set of left R-ideals and by
Cl(R) the set of equivalence classes of left R-ideals. The equivalence class
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of an ideal I is denoted by [I]. The norm of an ideal I is defined as the
fractional ideal N(I) ⊆ K generated by the elements N(x) as x runs over I.

Throughout this section, let R′ ⊆ R be orders in B.

Definition 3.1. If I ∈ I(R), we define

ΨR
R′(I) = {J ∈ I(R′) : RJ = I},

and we denote that set simply by Ψ(I) when there is no possible confusion
on which are the orders under consideration.

These sets will be considered for orders in B as well as for their comple-
tions. Both cases can and will be treated in an unified way.

Remark 3.2. When considering orders in B, identifying ideals with ideles,
the set Ψ(I) is simply the preimage of I under the natural map

R̂′×\B̂× −→ R̂×\B̂×,

where ̂ denotes tensor with Ẑ over Z.

Remark 3.3. The sets Ψ(I) were studied in [PRV05] to construct modular
forms of weight 2 and level p2 considering an order of discriminant p2, in
the quaternion algebra over Q ramified at p and at ∞ - compare Corollary
3.17 below and equation (1) in [PRV05]. They were later used in [PT07]
to construct modular forms of weight 3/2 and level p2 considering in that
algebra an order of class C at p.

By [Ψ(I)] we denote the set of classes of elements of Ψ(I), i.e.

[Ψ(I)] = {[J ] : J ∈ Ψ(I)}.
Note that if [I1] = [I2], then [Ψ(I1)] = [Ψ(I2)].

Proposition 3.4.

Cl(R′) =
∐

[I]∈Cl(R)

[Ψ(I)].

Proof. This is straightforward using the idelic description of Ψ(I), but we
give a direct proof.

Let J ∈ I(R′). Take I = RJ . Then it is clear that I ∈ I(R) and J ∈ Ψ(I).
This shows that the union on the right hand side gives all of Cl(R′).

It is clear that the union is disjoint, since if there are Ji ∈ ΨR
R′(Ii) for

i = 1, 2 such that [J1] = [J2], then [I1] = [I2]. Indeed, let x ∈ B× be such
that J1 = J2x. Then,

I1 = RJ1 = RJ2x = I2x.

�

This proposition shows that the sets Ψ(I) can be used to give a system of
representatives for Cl(R′), in terms of a system of representatives for Cl(R).
The next proposition shows that by constructing representatives for Cl(R′)
using these sets, we will not enlarge the norms of the R-ideals that we start
with.

Proposition 3.5. Let J ∈ I(R′) such that J ⊆ I. Then, J ∈ Ψ(I) if and
only if N(I) = N(J).
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Proof. Let q be a prime of O. Since Jq ⊆ Iq we can write Iq = Rqxq and
Jq = R′

qzqxq, with zq ∈ Rq. Then, N(Iq) = N(Jq) if and only if zq ∈ R×
q ,

which is equivalent to the equality RqJq = Iq. These local facts imply the
global statement. �

We have an action of the group Rr(I)
× on Ψ(I) by right multiplication,

which stabilizes the left R′-ideal classes.

Proposition 3.6. If J ∈ Ψ(I), then the action of Rr(I)
× on [J ] ∩ Ψ(I) is

transitive and the stabilizer of J is Rr(J)
×. In particular, #

(
[J ] ∩Ψ(I)

)
=

[Rr(I)
× : Rr(J)

×].

Proof. To prove that the action is transitive, let J1, J2 ∈ Ψ(I) be such that
[J1] = [J2]. If x ∈ B× is such that J1 = J2x, then x ∈ Rr(I)

×, since
I = RJ1 = RJ2x = Ix. The other two statements are clear. �

The corollary below, which follows immediately, can be used to get infor-
mation about the class numbers, as we will see in Section 4.

Corollary 3.7.

#Ψ(I) =
∑

[J ]∈[Ψ(I)]

[Rr(I)
× : Rr(J)

×].

In what follows, we describe two different methods for calculating the
set Ψ(I) for a given I ∈ I(R). The first one will rely on the action of the
units described above, in the local setting, whereas the second one will only
involve global calculations.

Local method: The action by (R′
p)

×\R×
p .

Proposition 3.8. Let Ip ∈ I(Rp), say Ip = Rpxp. Then, the map

(R′
p)

×\R×
p −→ Ψ(Ip)

αp 7→ R′
p(αpxp)

is bijective.

Proof. This map is the composition of the maps

(R′
p)

×\R×
p −→ Ψ(Rp), Ψ(Rp) −→ Ψ(Ip).

αp 7→ R′
pαp Jp 7→ Jpxp

Both maps are bijective. This is clear for the second map, and for the first
one this follows by Lemma 3.6, since all Rp-ideals are equivalent.

�

Proposition 3.9. Suppose that [R : R′] = pe for some e ≥ 1. Let I ∈ I(R).
The map

ΨR
R′(I) −→ Ψ

Rp

R′
p

(Ip)

J 7→ Jp

is bijective. In particular, #ΨR
R′(I) = [R×

p : (R′
p)

×].

Proof. The fact that Iq = Jq for all q 6= p implies that the map is bijective.
The equality follows from Corollary 3.8. �
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These propositions imply immediately the following result.

Corollary 3.10. Suppose that [R : R′] = pe for some e ≥ 1. Let I ∈ I(R),
and write Ip = Rpxp. If {αj} is a system of representatives for (R′

p)
×\R×

p ,

then ΨR
R′(I) = {Jj}, where Jj is locally given by

(Jj)q =

{
Iq if q 6= p,

R′
p(αjxp) if q = p.

Remark 3.11. A way to construct a local generator at p of an ideal I is to
consider the entry with minimum valuation at p of the Gram matrix of a
generating set {w1, . . . , w5} for I over O, since the norm is generated by
an element with minimum valuation in such matrix. If this minimum is
attached in the entry (i, j), then a local generator is wi + wj if i 6= j, and
wi if i = j.

Proposition 3.12. Assume that pRp ⊆ R′
p. Then, the natural map

φ : (R′
p)

×\R×
p −→ (pRp\R′

p)
×\(pRp\Rp)

×.

is bijective.

Proof. Consider the ring morphism φ1 : Rp → pRp\Rp. We claim that the
induced group homomorphism φ1 : R×

p → (pRp\Rp)
× is surjective. Indeed,

let [x] ∈ (pRp\Rp)
×. Then there exist y, z ∈ Rp such that xy = 1 + πpz.

Then N(xy) ≡ 1 mod (πp), and hence x ∈ R×
p as claimed.

Compose φ1 with the map p that projects (pRp\Rp)
× onto the quo-

tient set (pRp\R′
p)

×\(pRp\Rp)
×. Then p ◦ φ1 is surjective, and passes

to the quotient set (R′
p)

×\R×
p to give a surjective map φ : (R′

p)
×\R×

p →
(pRp\R′

p)
×\(pRp\Rp)

×.

We claim that φ is injective. Indeed, let x, y ∈ R×
p be such that φ(x) =

φ(y). Then, since (R′
p)

× → (pRp\R′
p)

× is also an epimorphism, we have

z ∈ (R′
p)

× and w ∈ Rp such that x = zy + πpw. Hence, x = (z + πpwy
−1)y,

which shows that [x] = [y] ∈ (R′
p)

×\R×
p , since πpwy

−1 ∈ pRp ⊆ R′
p and

hence z + πpwy
−1 ∈ (R′

p)
×. �

By Proposition 2.1, this result shows that, to give a system of represen-
tatives for the sets (R′

p)
×\R×

p when R′
p is a maximal suborder of Rp, it will

be enough to do the calculations modulo p.
Given a quasi-good basis B = {1, e1, e2, e3} of Rp, and assuming that

R′
p is obtained from Rp by means of Algorithm 2.21, we proceed to give

a system of representatives for the sets (R′
p)

×\R×
p , in terms of the form g

corresponding with R′
p. The indexes [R×

p : (R′
p)

×] are known (see [Brz90],
Theorems 3.3 and 3.10), so it will suffice to give in each case the right amount
of non-equivalent units.

Let q denote the order of the residue field kp, and let {a1, a2, . . . , aq} ⊆ Op

be a set of representatives for kp such that a1 = 1, a2 = −1 and aq = 0.
Let δ, β0, β1 be as in Proposition 2.11. Finally, let S = {γ̃ ∈ kp × kp :
1− δγ̃21 + γ̃22 6= 0}, and each γ̃ ∈ S take γ ∈ Op ×Op any lift of γ̃.

Proposition 3.13. With the previous notation, Table 3.1 gives a system of
representatives for (R′

p)
×\R×

p .
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Rp-class R′
p-class [R×

p : (R′
p)

×] Representatives Condition

A1
A1

q + 1 e1, 1 +
ai
2 (e1 − e2) (1 ≤ i ≤ q) d(Rp) = 1

q 1 + ai
2 (e1 − e2) (1 ≤ i ≤ q) d(Rp) 6= 1

A2 q(q − 1) e2, 1 + γ1(β1e3 − β0e1) + γ2e2 (γ̃ ∈ S)
B q − 1 1, ai + e3 (3 ≤ i ≤ q)

A2
A2 q2 1 + aie1 + aje2 (1 ≤ i, j ≤ q)
B q + 1 1, ai + e3 (1 ≤ i ≤ q)

B C q
1, ai + e2 (1 ≤ i ≤ q − 1) g 6=

〈
1, δπp, δπ

2
p

〉

1, ai + e3 (1 ≤ i ≤ q − 1) g =
〈
1, δπp, δπ

2
p

〉

C C q 1, ai + e2 (1 ≤ i ≤ q − 1)

Table 3.1. Representatives for (R′
p)

×\R×
p

Proof. According to the Proposition 3.12 we may assume that B is a good
basis, and it suffices to calculate a system of representatives for the set
(pRp\R′

p)
×\(pRp\Rp)

×.
First notice that pRp\Rp is a kp-algebra that inherits naturally from Bp

a norm form N : pRp\Rp → kp such that (pRp\Rp)
× = {x ∈ pRp\Rp :

N(x) 6= 0}. This allows us to easily check that all the given representatives
are indeed units, and also to give the needed description of (pRp\R′

p)
×.

We will do the details in a single case, namely when Rp has class A1 and
R′

p has class B. The rest of the cases can be treated similarly.
Let x = x0 + x1e1 + x2e2 + x3e3 ∈ pRp\Rp. In these coordinates we

have that the norm form is given by N(x) = x20 − x23 (see (2.6)), and that
x ∈ pRp\R′

p if and only if x3 = 0.

Hence, the elements of the form ai + e3 belong to (pRp\Rp)
×, if i ≥ 3.

They are not equivalent modulo (pRp\R′
p)

×, since if

(ai + e3)(x0 + x1e1 + x2e2) =

= aix0 + (aix1 + x2)e1 + (aix2 + x1)e2 + x0e3 = aj + e3,

then x0 = 1 and hence i = j. And they are not equivalent to 1, since they
do not belong to pRp\R′

p. �

Global method: The colon lattice. Let I ∈ I(R). We introduce an
alternative method to calculate Ψ(I), using global tools. Consider the lattice

ΛI = {y ∈ B : yI−1 ⊆ R′}.
It satisfies that ΛI = ΛRI. For simplicity, we will just consider Λ = ΛR. It
is clear that Λ ⊆ R′ and R ⊆ Rr(Λ).

Lemma 3.14. The lattice Λ satisfies the following properties:

(a) pR ⊆ Λ, and hence [R : Λ] | p4.
(b) Λ ⊆ J for all J ∈ Ψ(R).

Proof. The inclusion in (a) follows from the fact that pR′ ⊆ R. The inclusion
in (b) is clear if we consider the completion at primes q 6= p, so we will look
only at the completion at p. Let J ∈ Ψ(R), and write Jp = R′

pup with

up ∈ R×
p . Then,

αp ∈ Λp ⇒ αpRp ⊆ R′
p ⇒ αpu

−1
p ∈ R′

p ⇒ αp ∈ R′
pup = Jp.

�
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Since pRp ⊆ R′
p, we can consider Rp/R

′
p as a kp-vector space. When

e = 2, we can go further. Since in that case R′
p has class A2, the ring

Op +
√
δOp embeds into R′

p, and hence into Rp. Then we can consider
Rp/R

′
p as a Kp-vector space, where Kp is the quadratic extension of kp given

by Kp = (Op +
√
δOp)/p(Op +

√
δOp).

Lemma 3.15.

(a) If e = 1, then dimkp(Rp/R
′
p) = 1.

(b) If e = 2, then dimKp
(Rp/R

′
p) = 1.

Proof. It follows immediately from the fact that |Rp/R
′
p| = qe.

�

Proposition 3.16. [R′ : Λ] = pe, and hence [R : Λ] = p2e. In particular, if
e = 2 then Λ = pR.

Proof. It is enough to consider the completion at p. Then, we need to show
that |R′

p/Λp| = qe. Consider the morphism (of additive groups)

ψ : R′
p → End(Rp/R

′
p)

α 7→ (v 7→ α · v).
Its kernel is Λp. The induced morphism ψ : R′

p/Λp → End(Rp/R
′
p) is easily

seen to be also a kp-vector space (respectively Kp-vector space) morphism
when e = 1 (respectively e = 2). Note that since 1 6∈ Λp, it is not the null
morphism. Hence, the result follows from the previous lemma.

�

Corollary 3.17. The set Ψ(I) is given by

Ψ(I) = {J : RJ = I, Rl(J) = R′, ΛI ⊆ J ⊆ I, [I : J ] = [J : ΛI ] = pe}.
Proof. When I = R, the result follows immediately from Lemma 3.14 and
Proposition 3.16. The arguments used for the general case are entirely ana-
logous.

�

In particular, to calculate Ψ(I) (whose cardinality we already know by
Proposition 3.9), we can limit ourselves to calculate the lattices between
ΛI and I with the indicated indexes, and then determine which of them
satisfy the first two equalities. Furthermore, the equality Rl(J) = R′ can be
replaced by the equality N(J) = N(I), which sometimes is easier to verify.

Remark 3.18. If e = 1, then [I : ΛI ] = p2, and there are q + 1 lattices
between these two. We have seen that the number of elements of Ψ(I) is
q − 1, q or q + 1. Hence, almost all lattices constructed are needed. This
makes the method effective.

Remark 3.19. In the case e = 2, we know that the elements in Ψ(I) have

a (Op +
√
δOp)-module structure. If we only consider lattices between ΛI

and I which have this extra structure, there are q2 + 1 such lattices. The
order of Ψ(I) is q2 − q if R is the maximal order and R′ is of class A2, and
q2 if both orders are of class A2. Hence, except for the maximal order, this
construction is effective as well.
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The algorithm. We now prove our second main result, which we first
recall.

Theorem B. There is an algorithm that, given a Bass order R in B and
a set of representatives S of left R-ideal classes, computes left ideal classes
representatives for suborders of R of any given genus. Furthermore, the set
of norms of the computed ideals is the same as the set of norms of the ideals
in S.

Proof. It suffices to give an algorithm that works when considering maximal
suborders of R. In particular, we assume that we are given the same input
as in Algorithm 2.21, plus the set S. The algorithm will return a set S′

of representatives for left ideal classes representatives for the suborder R′

obtained by Algorithm 2.21.
By Proposition 3.4, it suffices to give an algorithm which calculates, for

each I ∈ S, a set of representatives S′
I for [Ψ(I)], and then return S′ =⋃

I∈S S
′
I . The algorithm works as follows.

Algorithm 3.20.

Step 1. Using Proposition 3.13, compute a set of representatives for the set
(R′

p)
×\R×

p .

Step 2. Using Remark 3.11, find a local generator for Ip.

Step 3. Using Corollary 3.10 and Proposition 2.19, compute the set Ψ(I).

Step 4. Set T = Ψ(I) and set S′
I = ∅

Step 4.1. Pick J ∈ T and compute [J ]∩Ψ(I) by letting Rr(J)
×\Rr(I)

× act
on J (see Proposition 3.6).

Step 4.2. Set S′
I = S′

I ∪ {J}. If T\[J ] = ∅, return S′
I . Elseif, let T = T\[J ],

and go to Step 4.1.

�

Remark 3.21. We can replace Steps 1, 2 and 3 by the global method to
compute Ψ(I) given in Corollary 3.17, although to our knowledge there is
no advantage of one over the other.

We do not have a general method to, given J ∈ Ψ(I), compute a system
of representatives for the (finite) set Rr(J)

×\Rr(I)
× needed in Step 4.1.

However, if B is totally definite (i.e., if K is totally real and B ramifies at
every infinite place of K), then the set O×\Rr(I)

× is finite and can be used
as well to compute [J ] ∩Ψ(I).

The finiteness of the set O×\Rr(I)
×, as well as a method to compute it,

can be obtained considering the exact sequence

(3.22) 1 −→ {±1}\Rr(I)
×,1 −→ O×\Rr(I)

× N−→ (O×)2\O×
+,

where O×
+ denotes the group of totally positive units of O. Assuming B

totally definite, the quadratic form TrK/Q ◦N : B → Q is positive definite,

and hence the group Rr(I)
×,1 is finite and can be calculated using LLL.

Furthermore, its possible group structures are known (see [Vig76]). The
group (O×)2\O×

+ is always finite, and equals the null group in many cases,
such as for fields K having narrow class number equal to 1 (see [EMP86]).
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Remark 3.23. Since Rr(J)
× ⊆ Rr(I)

× for every J ∈ Ψ(I), when iterating
the algorithm we need to apply the previous procedure to compute the sets
O×\Rr(I)

× only for the initial set of ideals.

4. Example: The Consani-Scholten quintic

In this section we are going to show how we can use our method to
compute ideal classes representatives for an Eichler order of discriminant
30 in the quaternion algebra ramified at the two infinite places of the real
quadratic field K = Q[

√
5].

This example was considered in [CS01] to conjecture the modularity of
a Galois representation attached to the third étale cohomology of a quintic
threefold (see [CS01], Theorem 1 for details). In that article the algebra con-
sidered is ramified also at 2 and 3, since the Galois representation associated
to the quintic has semi-stable reduction at those places. The representatives
are constructed following the method of Pizer (see [Piz80]), which implies
seeking for ideals and checking for equivalence between the constructed ones
until the class number (which has to be precomputed or can be deduced
during the computation using the Mass formula) is reached. We consider
instead the quaternion algebra ramified only at the two infinite places, since
in that case the maximal order has class number equal to 1, which makes
calculations simpler. We make use first of Theorem A to compute an Eichler
order of discriminant 30 and then we make use of Theorem B to compute its
left ideal class representatives. Most of the computations were made with
the aid of SAGE ([Sa11]).

Denote by ω = 1+
√
5

2 and let O = Z+Zω be the ring of integers of K. Let
B be the quaternion algebra (−1,−1)K , i.e., the algebra over K generated
by 1, i, j, k, where i2 = j2 = −1, ij = k = −ji. It is clearly unramified at
all finite places not dividing 2, and it is ramified at the two infinite places.
Since 2 is inert in the extension K/Q, B does not ramify at 2 (by parity
reasons).

4.1. Constructing the orders. Starting with a maximal order in B as
input, we compute an Eichler order in B of discriminant 30. Considering
the prime factorization of 30 in O, we iterate Algorithm 2.21 to construct a
chain

R(1) ⊇ R(2) ⊇ R(3) ⊇ R(6) ⊇ R(6
√
5) ⊇ R(30),

where R(N) denotes an order of discriminant N.

The maximal order we use is the order given in Chapter V of [Vig80],
namely

R(1) =

〈
1 + ω−1i+ ωj

2
,
ω−1i+ j + ωk

2
,
ωi+ ω−1j + k

2
,
i+ ωj + ω−1k

2

〉

O
.

4.1.1. Discriminant 2. In this first step we use Algorithm 2.21 referring to
the Appendix.

Step 1. The order R(1)2 is in correspondence with the form f = H ⊥ 〈1〉.
Using the basis for R(1) given above, we get that

B =
{
1, 12(1 + ω−1i+ ωj), 12(ωi+ ω−1j + k), 12(i+ ωj + ω−1k)

}
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is a basis for R(1)2. Its dual basis is

B∨ =
{
f0, ωi− (1 + ω)k, 12

(
(1 + ω)i− j − ωk

)
,

1
2

(
− (1 + 2ω)i+ ωj + (1 + 3ω)k

)}
,

where f0 =
1
2(1−ωi+(1+ω)k). Diagonalizing MB∨ (as a ternary quadratic

form), we see that letting

f1 =
1
5

(
(2 + ω)i− j − (1 + ω)k

)
,

f2 =
1
2

(
(1 + ω)i− j + (6 + 11ω)k

)
,

f3 =
1
5

(
− (47 + 88ω)i+ (11 + 26ω)j + (43 + 32ω)k

)
,

the hypotheses of Proposition 5.8 are satisfied by E = {f0, f1, f2, f3}. Hence,
letting

e1 =
1
2

(
− (232 + 384ω)− (79 + 119ω)i− (265 + 212ω)j − (2− 5ω)k

)
,

e2 =
1
25

(
268 + 444ω + (6− 31ω)i− (17 + 84ω)j − (1 + ω)k

)
,

e3 =
1
10

(
13 + 24ω − (7 + 12ω)i− (10 + 21ω)j)− k

)
,

we get that E† = {1, e1, e2, e3} is a quasi-good basis for R(1)2.

Step 2. We are descending from f = H ⊥ 〈1〉 to g = H ⊥ 〈2〉. To illus-
trate Remark 2.12, we show that we can construct a well-known order of
discriminant 2. For this purpose, we conjugate the quasi-good basis found
above by x = e1 + e2 (which belongs to R(1)×2 , by Table 5.3), thus ob-
taining another quasi-good basis of R(1)2. Proposition 5.6 gives then that
{1, xe1x−1, 2 · xe2x−1, xe3x

−1} is a basis of R(2)2.

Step 3. Applying Proposition 2.19 to this basis, we obtain that

R(2) =

〈
1, i, j,

1 + i+ j + k

2

〉

O

is an Eicher order of discriminant 2. Note that the given basis is a basis for
the classical maximal order in the quaternion algebra (−1,−1)Q.

4.1.2. Discriminant 6. Diagonalizing modulo 3 the quadratic form associ-
ated to {x ∈ R(2)3

∨ : Tr(x) = 0}, we obtain using Proposition 2.16 that
{1, 12(i+ j), k2 , 2(i− j)} is a quasi-good basis for R(2)3.

We use Table 2.2 to descend from 〈1,−1, 1〉 to 〈1,−1, 3〉, using α0 =
2, α1 = −1 as parameters, and we get that a basis for R(6)3 is given by
{1, i+ j − k

2 ,−1
2(i+ j) + k, 2(i− j)}. Using Proposition 2.19, we get that

R(6) =

〈
1, i+ 2k, 3k,

1 + i+ j + k

2

〉

O

is an Eichler order of discriminant 6.

4.1.3. Discriminant 6
√
5. The basis E = {1

2 ,−i,−k
2 ,−

j
4} of R(6)√5

∨ satis-
fies the hypotheses of Proposition 2.16, but with a stronger congruence in
(a), namely mod (

√
5)2. This implies that the basis for R(6

√
5)√5 obtained

below is a quasi-good basis (see Remark 2.15).
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We apply Table 2.2 using α0 = 2 + ω
3 , α1 = −2 as parameters, and

obtain {1,−(1+ ω
6 )i+2k, i− (2+ ω

3 )k,−2j} as a basis for R(6
√
5)√5. Then

Proposition 2.19 gives

R(6
√
5) =

〈
1, i+ 2k, 3

√
5k,

1 + i+ j + 7k

2

〉

O
.

4.1.4. Discriminant 30. To construct R(30), we use the quasi-good basis
obtained in the previous step and α0 =

139
82 + 61

123ω, α1 = −2 as parameters.

The basis for R(30)√5 obtained in this way is {1,−(349 + 31
36ω)i + (30341 +

68
41ω)k, (

303
82 + 34

41ω)i − (689 + 31
18ω)k,−2j}. Applying Proposition 2.19, we

obtain

R(30) =

〈
1, i+ 2k, 15k,

1 + i+ j + 7k

2

〉

O
.

4.2. Constructing the ideals. We now proceed to compute ideal classes
representatives for R(30) iterating Algorithm 3.20, and using the quasi-good
bases obtained above.

Before starting, note that Equation (3.22) implies that only norm one
global units need to be considered when checking for equivalence of ideals
in Step 4 .1 , since K has narrow class number 1.

In [Vig80] it is shown that R(1) has class number equal to one. It is also
shown that R(1)×,1 = E120, where E120 is the binary icosahedral group.
Using this explicit description we can avoid the use of LLL. Furthermore,
by Remark 3.23, this group contains all of the global units needed in our
computations.

4.2.1. Discriminant 2. The calculation of Cl(R(2)) can be done without
using the algorithm. Since |R(2)×,1| = 24 and [R(1)×2 : R(2)×2 ] = 5 (see

Table 5.3), Corollary 3.7 implies that
[
Ψ

R(1)
R(2)(R(1))

]
= [R(2)], from which

we conclude that R(2) has class number equal to 1 as well.

4.2.2. Discriminant 6. We now compute Cl(R(6)), following closely Algo-
rithm 3.20. We have S = {R(2)} as input.

Step 1. To obtain a set of representatives for R(6)×3 \R(2)×3 , we use {0, 1, 2, ω,
2ω, ω + 1, ω + 2, 2ω + 1, 2ω + 2} as a set of representatives for k3.

Step 2. The ideal R(2)3 is trivially generated by 1, so there is no need to
use Remark 3.11 in this case.

Steps 3 and 4. The set Ψ
R(2)
R(6)(R(2)) has ten ideals, which we do not list

for length reasons. The action of R(2)×,1 on Ψ
R(2)
R(6)(R(2)) has two orbits,

namely [I] and [J ], where I = R(6) and J is the R(6)-ideal corresponding
to the fifth generator of R(6)×3 \R(2)×3 , which is given by

J =
〈
i+ (ω − 1)k, j − (ω + 1)k, 3k, 1 +

ω

2

(
3− i− j − 3k

)〉
O
.

This result agrees with Corollary 3.7, since |Rr(I)
×,1| = 6, |Rr(J)

×,1| = 4
and [R(2)×3 : R(6)×3 ] = 10.

Hence, the algorithm gives that Cl(R(6)) = {[I], [J ]}.
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4.2.3. Discriminant 6
√
5. We compute Cl(R(6

√
5)) in the same way as be-

fore. We avoid writing down all the details but give enough information so
the reader may verify the computations easily.

• We take {0, 1, 2, 3, 4} as a set of representatives for k√5.

• 1 is a local generator of J√5, since J
√
5 = R(6)√5.

• Denote Ψ
R(6)

R(6
√
5)
(I) = {I1, . . . I6} and Ψ

R(6)

R(6
√
5)
(J) = {J1, . . . J6},

where the notation is such that the n-th ideal corresponds to the
n-th representative of R(6

√
5)×√

5
\R(6)×√

5
.

• The action of Rr(I)
×,1 on Ψ

R(6)

R(6
√
5)
(I) gives that

[
Ψ

R(6)

R(6
√
5)
(I)
]

=

{[I1], [I4]}, and the action of Rr(J)
×,1 on Ψ

R(6)

R(6
√
5)
(J) gives that

[
Ψ

R(6)

R(6
√
5)
(J)
]
= {[J1], [J2], [J3], [J5]} (see Table 4.1 for an explicit

description of these ideals).

Hence, Cl(R(6
√
5)) = {[I1], [I4], [J1], [J2], [J3], [J5]}. This agrees with

Corollary 3.7, since we have that |Rr(I1)
×,1| = |Rr(I4)

×,1| = |Rr(J1)
×,1| =

|Rr(J3)
×,1| = 2, and |Rr(J2)

×,1| = |Rr(J5)
×,1| = 4.

Ideal Basis Ideal above

I1 i+ 2k, 3
√
5k, 1, 12(1 + i+ j + 7k)

I
I4 i+ 2k, 3

√
5k, j + 14k, 12(1 + i+ j + 19k)

J1 i+ (ω − 1)k, 3
√
5k, j − (ω + 7)k, 12(1− i− j + (18 +

√
5)k)

J
J2 i+ (ω − 1)k, 3

√
5k, j − (ω + 4)k, 12(1− i− j + (6 +

√
5)k)

J3 i+ (ω − 1)k, 3
√
5k, j − (ω + 1)k, 12(1− i+ j + (6−

√
5)k)

J5 i+ (ω − 1)k, 3
√
5k, j − (ω − 5)k, 12(1− i− j +

√
5k)

Table 4.1. Representatives for Cl(R(6
√
5))

4.2.4. Discriminant 30. Finally, we compute Cl(R(30)).

• The residue field is the same as before, so we take the same repre-
sentatives for k√5.

• The local generators at
√
5 for the ideals in Cl(R(6

√
5)) were con-

structed using Corollary 3.10. They are 1, 1 − 3
4 i +

3
2k, 1, 1 − i

4 +
k
2 , 1− i

2 + k and 1− i+ 2k for I1, I4, J1, J2, J3 and J5 respectively.

• Since Rr(I1)
×,1 = Rr(I4)

×,1 = Rr(J1)
×,1 = Rr(J3)

×,1 = {±1}, be-
tween the ideals belonging to Ψ

R(6
√
5)

R(30) (I1),Ψ
R(6

√
5)

R(30) (I4),Ψ
R(6

√
5)

R(30) (J1)

and Ψ
R(6

√
5)

R(30) (J3) there are no equivalences.

• The action of Rr(J2)
×,1 on Ψ

R(6
√
5)

R(30) (J2) gives that
[
Ψ

R(6
√
5)

R(30) (J2)
]
=

{[J2,1], [J2,2], [J2,3]}, and the action of Rr(J5)
×,1 on Ψ

R(6
√
5)

R(30) (J5) gives

that
[
Ψ

R(6
√
5)

R(30) (J5)
]
= {[J5,1], [J5,2], [J5,3]} (see Table 4.2).

In particular, #Cl(R(30)) = 4 · 5 + 6 = 26.

We end this section remarking that all the results obtained agree with
Eichler’s mass formula ([Vig80], Corollaire V.2.3).
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Ideal Basis Ideal above

I1,1 i+ 2k, 15k, 1, 12(1 + i+ j + 7k)

I1

I1,2 i+ 2k, 15k, j + 2(1 + 3ω)k, , 12(1 + i+ j + (7− 6
√
5)k)

I1,3 i+ 2k, 15k, j − (1 + 3ω)k, 12(1 + i+ j + (−8 + 3
√
5)k)

I1,4 i+ 2k, 15k, j − (4− 3ω)k, 12(1 + i+ j + (8 + 3
√
5)k)

I1,5 i+ 2k, 15k, j − (7 + 6ω)k, 12(1 + i+ j + (7 + 6
√
5)k)

I4,1 i+ 2k, 15k, j + 2(2− 3ω)k, 12(1 + i+ j − (11 + 6
√
5)k)

I4

I4,2 i+ 2k, 15k, j − (7 + 3ω)k, 12(1 + i+ j + (4 + 3
√
5)k)

I4,3 i+ 2k, 15k, j + (5 + 3ω)k, 12(1 + i+ j + (1− 6
√
5)k)

I4,4 i+ 2k, 15k, j + 2(1− 3ω)k, 12(1 + i+ j + (19 + 6
√
5)k)

I4,5 i+ 2k, 15k, j + 14k, 12(1 + i+ j + 19k)

J1,1 i+ (2− 5ω)k, 15k, j + 5(1 + ω)k, 12(1 + i+ j + (2− 5
√
5)k)

J1

J1,2 i+ (2− 5ω)k, 15k, j + (2− 4ω)k, 12(1 + i+ j + (17 + 4
√
5)k)

J1,3 i+ (2− 5ω)k, 15k, j + (2− ω)k, 12(1 + i+ j − (13 + 2
√
5)k)

J1,4 i+ (2− 5ω)k, 15k, j − (4 + 7ω)k, 12(1 + i+ j + (2 + 7
√
5)k)

J1,5 i+ (2− 5ω)k, 15k, j − (1 + 7ω)k, 12(1 + i+ j + (2 +
√
5)k)

J2,1 i+ (2− 5ω)k, 15k, j + (5− 7ω)k, 12(1 + i+ j − (4 + 5
√
5)k)

J2J2,2 i+ (2− 5ω)k, 15k, j + (5− 4ω)k, 12(1 + i+ j + (11 + 4
√
5)k)

J2,3 i+ (2− 5ω)k, 15k, j + 2(1 + ω)k, 12(1 + i+ j + (11− 2
√
5)k)

J3,1 i+ (2− 5ω)k, 15k, j − (4− 5ω)k, 12(1 + i+ j − (10 + 5
√
5)k)

J3

J3,2 i+ (2− 5ω)k, 15k, j − (7 + 4ω)k, 12(1− i+ j + (5 + 4
√
5)k)

J3,3 i+ (2− 5ω)k, 15k, j + (5 + 2ω)k, 12(1 + i+ j + (5− 2
√
5)k)

J3,4 i+ (2− 5ω)k, 15k, j + (2− 7ω)k, 12(1 + i+ j + (20 + 7
√
5)k)

J3,5 i+ (2− 5ω)k, 15k, j + (1 + ω)k, 12(1 + i+ j − (10−
√
5)k)

J5,1 i+ (2− 5ω)k, 15k, j + (2 + 5ω)k, 12(1 + i+ j + (8− 5
√
5)k)

J5J5,2 i+ (2− 5ω)k, 15k, j − (1 + 4ω)k, 12(1 + i+ j + (15 + 4
√
5)k)

J5,3 i+ (2− 5ω)k, 15k, j − 2(2− ω)k, 12(1− i+ j − (6− 3
√
5)k)

Table 4.2. Representatives for Cl(R(30))

5. Appendix: The case p = (2)

Assume that p = (2), i.e. that 2 is inert in K/Q. The only difference with
the case p ∤ 2 lays in the ternary quadratic forms that we need to consider
to describe Bass orders. We will study these forms in this section.

Consider the matrices

H =

(
0 1
1 0

)
, J =

(
2 1
1 2

)
,

and given f, g quadratic forms, let f ⊥ g denote their orthogonal sum.
According to Propositions 5.8 and 5.12 of [Lem11], isomorphism classes of
Bass orders in quaternion algebras over K2 are in one to one correspondence
with the forms f of Table 5.1. As in the case p ∤ 2, orders of class A1 are
the so called Eichler orders.

On the right column of Table 5.1 we indicate with 1 or −1 whether the
order C0(f) belongs to the matrix algebra or to the division algebra. As be-
fore, this depends on whether the norm form associated to C0(f) is isotropic
or not. We omit the calculations.

Figure 5.1 shows how isomorphism classes of Bass orders in quaternion
algebras over K2 are distributed.
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Class Form Parameters Condition Algebra

A1 H ⊥ 〈2s〉 s ≥ 0 1
A2 J ⊥ 〈2s〉 s ≥ 1 (−1)s

B 〈1, 1, δ12s〉 s ≥ 0, δ1 ∈ {1, 3} δ1 = 1 −1
δ1 = 3 1

C 〈1, 6, δ12s〉 s ≥ 1, δ1 ∈ {1, 3} δ1 = 1 (−1)s

δ1 = 3 (−1)s+1

D 〈1, 5, δ12s〉 s ≥ 3, δ1 ∈ {1, 3} δ1 = 1 (−1)s+1

δ1 = 3 (−1)s

E 〈1, 2, δ22s〉 s ≥ 3, δ2 ∈ {1, 5} δ2 = 1 −1
δ2 = 5 1

F 〈1, 14, δ22s〉 s ≥ 4, δ2 ∈ {1, 5} δ2 = 1 1
δ2 = 5 −1

G 〈1, 10, δ22s〉 s ≥ 4, δ2 ∈ {1, 5} δ2 = 1 (−1)s+1

δ2 = 5 (−1)s

Table 5.1. Ternary quadratic forms, when p = (2).
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Figure 5.1. Isomorphism classes of Bass orders, when p =
(2).

The notion of good basis must be extended to include the non-diagonal
forms of Table 5.1.

Definition 5.1. Let R2 be a Bass order in correspondence with the form
f = H ⊥ 〈2s〉 (respectively, f = J ⊥ 〈2s〉). A basis B = {1, e1, e2, e3} of R2
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as an O2-module is good if the ei satisfy

e21 = 0, e1e2 = 2s(1− e3), e2e1 = 2se3,

e22 = 0, e2e3 = 0, e3e2 = e2,(5.2)

e23 = e3, e3e1 = 0, e1e3 = e1.

Respectively, if the ei satisfy

e21 = −2s, e1e2 = 2s(1− e3), e2e1 = 2se3,

e22 = −2s, e2e3 = −e1, e3e2 = e1 + e2,(5.3)

e23 = e3 − 1, e3e1 = −e2, e1e3 = e1 + e2.

Note that in such bases the norm form is given by

(5.4) N(x) =

{
x20 + x0x3 − 2sx1x2, f = H ⊥ 〈2s〉,
x20 + x0x3 + x23 − 2sx1x2 + 2sx21 + 2sx22, f = J ⊥ 〈2s〉.

Remark 5.5. We can extend Remark 2.10 to non-diagonal forms as follows.
Let R2 be an order in correspondence with f = H ⊥ 〈2s〉, and let B be a
good basis of R2. Then,

−2s ·MB∨ =




0 1 0
1 0 0
0 0 2s+1


 .

Respectively if R2 is in correspondence with f = J ⊥ 〈2s〉, then

2s3 ·MB∨ =




2 1 0
1 2 0
0 0 2s+1


 .

In order to state the analogue of Proposition 2.11, using Hensel’s lemma
take µ1, . . . , µ8 ∈ O2 satisfying:

• µ21 = −7 • 3µ22 = −13

• 25µ23 = 1 • 9µ24 = 1

• 3µ25 = −5 • µ26 = −15

• 3µ27 = −29 • 3µ28 = −533.

Proposition 5.6. Let R2 be an order corresponding to a form f from Table
5.1, and let {1, e1, e2, e3} be a good basis for R2. Let g be a form beneath f ,
and let d1, d2, d3 be as in Table 5.2.

Then, R′
2 = 〈1, d1, d2, d3〉O2

is a maximal suborder of R2 in correspon-
dence with the form g, of which {1, d1, d2, d3} is a good basis.

Proof. All the cases can be easily checked. Many of them follow from Propo-
sitions 5.11, 5.12 and 5.13 below (see the proof of Proposition 5.14).

�

The notion of quasi-good basis remains unchanged, as well as the use of
such bases for computing suborders and representatives for the quotients
(R′

2)
×\R×

2 . We must show how to quasi-good bases in the 2-adic case.
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Form Form beneath Good basis for R′
p

H ⊥ 〈1〉 J ⊥ 〈4〉 d1 = 2(µ1 − 2e1 − 3e2 − 2µ1e3),
d2 = 2(−µ+ 3e1 + 2e2 + 2µ1e3),
d3 = −2− µ1e1µ1e2 + 5e3

H ⊥ 〈2s〉 H ⊥
〈
2s+1

〉
d1 = e1, d2 = 2e2, d3 = e3

H ⊥ 〈2〉 〈1, 1, 3〉 d1 = µ1 − e1 + 2e2 − 2µ1e3,
d2 = −5 + 2µ1e1 + µ1e2 + 10e3,
d3 = µ1 + 3e1 + e2 − 2µ1e3

J ⊥ 〈2s〉 J ⊥
〈
2s+2

〉
d1 = 2e1, d2 = 2e2, d3 = e3

J ⊥ 〈2〉 〈1, 1, 1〉 d1 = µ2 − e1 + 2e2 − 2µ2e3,
d2 = µ2 − 2e1 + e2 − 2µ2e3,
d3 = −3− µ2e1 + µ2e2 + 6e3

〈1, 1, δ12s〉
〈
1, 1, δ12

s+1
〉

d1 = e1 − e2, d2 = e1 + e2, d3 = e3
〈1, 2, δ22s〉

〈
1, 2, δ32

s+1
〉

d1 = −2e2, d2 = e1, d3 = e3
〈1, 5, 2s〉

〈
1, 5, 3 · 2s+1

〉
d1 = e1 − 5e2, d2 = e1 + e2, d3 = e3

〈1, 6, 2s〉
〈
1, 6, 3 · 2s+1

〉
d1 = −6e2, d2 = e1, d3 = e3

〈1, 10, 2s〉
〈
1, 10, 5 · 2s+1

〉
d1 = −10e2, d2 = e1, d3 = e3

〈1, 1, 6〉 〈1, 6, 6〉 d1 = 6e3, d2 = e2, d3 = −e1
〈1, 1, 2〉 〈1, 6, 2〉 d1 = 2e1 + 6e3, d2 = e2, d3 = 2e3 − e1〈
1, 1, 22

〉 〈
1, 5, 3 · 23

〉
d1 = e1 − 5e2 + 4e3, d2 = e1 + e2 + 4e3,
d3 = e3 − e1

〈1, 14, δ22s〉
〈
1, 14, δ22

s+1
〉

d1 = e1 − 14µ1e2, d2 = µ1e1 + e2, d3 = e3
〈1, 5, 3 · 2s〉

〈
1, 5, 2s+1

〉
d1 = e1 − 5µ2e2, d2 = µ2e1 + e2, d3 = e3

〈1, 10, 5 · 2s〉
〈
1, 10, 2s+1

〉
d1 = −10µ3e2, d2 = µ3e1, d3 = e3

〈1, 6, 3 · 2s〉
〈
1, 6, 2s+1

〉
d1 = 2e1 − 6µ4e2, d2 = µ4e1 + 2e2,
d2 = µ4e1 + 2e2, d3 = e3〈

1, 6, 3 · 22
〉 〈

1, 2, 23
〉

d1 = 6µ4(−µ5e2 + 2e3), d2 = µ4e1,
d3 = e2 + µ5e3〈

1, 2, 23
〉 〈

1, 1, 24
〉

d1 = −2e2 + 8e3, d2 = e1, d3 = e2 + 5e3〈
1, 2, 5 · 23

〉 〈
1, 10, 5 · 24

〉
d1 = −2µ6e2 + 40e3, d2 = e1,
d3 = e2 + µ6e3〈

1, 6, 3 · 23
〉 〈

1, 14, 24
〉

d1 = 6µ4(−µ5e2 + 4e3), d2 = µ4e1,
d3 = e2 + µ5e3〈

1, 6, 22
〉 〈

1, 2, 5 · 23
〉

d1 = 2(µ7e1 − 3µ7e2 − 10e3),
d2 = e1 + 2e2, d3 = e1 − 3e2 + µ7e3〈

1, 6, 23
〉 〈

1, 14, 5 · 24
〉

d1 = 2(µ7e1 − 3µ7e2 − 60e3),
d2 = e1 + 2e2, d3 = 3e1 − 9e2 + µ7e3

Table 5.2. Suborders

Remark 5.7. Proposition 2.16 still holds for diagonal forms, setting n =
3v2(a) + 2 in order to be able to use Hensel’s lemma in its proof.

Proposition 5.8. Let R2 be an order in correspondence with f = H ⊥ 〈2s〉.
Let E = {f0, f1, f2, f3} be a basis of R∨

2 satisfying (2.2). Assume that E
satisfies the following conditions.
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(a) There exists β ∈ O2 such that

−2s ·ME ≡




0 1 0
1 0 0
0 0 β


 mod (M3(2

3O2)).

(b) det(ME) = 21−2s.

Let ei = −2s · fj f̄k, where (i, j, k) is an even permutation of (1, 2, 3).

Then, E† = {1, e1, e2, e3} is a quasi-good basis of R2.

The following lifting lemma is needed in the proof of Proposition 5.8,
which is quite similar to the proof of Proposition 2.16, and we omit.

Lemma 5.9. Let m be an integer such that m ≥ 3, and let A ∈M3(O2) be
a symmetric matrix. Assume that there exists C ∈ GL3(O2) such that

CtAC ≡
(

0 α 0
α 0 0
0 0 β

)
mod (M3(2

mO2)),

with v2(α) = 0. Then, there exists C ′ ∈ GL3(O2) satisfying C ′ ≡ C
mod (M3(2

m−1O2)) such that

C ′tAC ′ ≡
(

0 α′ 0
α′ 0 0
0 0 β′

)
mod (M3(2

m+1O2)),

with α′ ≡ α mod (2m−1O2).

Proof. Write

CtAC =

(
0 α 0
α 0 0
0 0 β

)
+ 2m

(
a b c
b d e
c e f

)
,

with a, b, . . . , f ∈ O2. We claim that there exists a matrix C0 ∈ GL3(O2)
such that

Ct
0AC =

( −a b′ c′2m

d′ −d e′2m

−2c −2e f ′

)
,

with b′, c′, d′, e′, f ′ ∈ O2. This can be shown by performing row operations
on CtAC, using the (1, 2) and (2, 1) entries as pivots to first obtain zeroes
at the (1, 1), (2, 2), (3, 1) and (3, 2) entries, and then obtain −a,−d,−2c and
−2e at the (1, 1), (2, 2), (3, 1) and (3, 2) entries respectively.

Now let C ′ = C + 2m−1C0. Then,

C ′tAC ′ =

(
0 α′ c′22m−1

α′ 0 e′22m−1

c′22m−1 e′22m−1 β′

)
+ 22(m−1)Ct

0AC0.

where α′ = α+ 2m−1(b′ + d′). Since 2(m− 1) ≥ m+ 1, we are done. �

For orders of class A2 we only state the corresponding analogue of Propo-
sition 5.8.
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Proposition 5.10. Let R2 be an order in correspondence with f = J ⊥ 〈2s〉.
Let E = {f0, f1, f2, f3} be a basis of R∨

2 satisfying (2.2). Assume that E
satisfies the following conditions.

(a) There exists β ∈ O2 such that

2s3 ·ME ≡




0 1 0
1 0 0
0 0 β


 mod (M3(2

3O2)).

(b) det(ME) = 21−2s3−2.

Let ei = 2s3·fj f̄k, where (i, j, k) is an even permutation of (1, 2, 3). Then,

E† = {1, e1, e2, e3} is a quasi-good basis of R2.

Finally, we proceed to give systems of representatives for the quotient sets
(R′

2)
×\R×

2 when R′
2 is a maximal suborder of R2 obtained using Algorithm

2.21. We start stating three general results which, though stated and used
only when p = (2), hold without restrictions on p.

Let B = {1, e1, e2, e3} be a good basis for R2. Let q be the order of the
residue field k2, and let a1, a2, . . . , aq ∈ O2 be a set of representatives for k2.

Proposition 5.11. Suppose that R2 is in correspondence with the form
f = 〈1, a, b〉, and let λ ∈ O2. Assume that there exist α0, α3 ∈ O2 such that
α2
0 + aα2

3 = λ. Let v = α0 + α3e3, and let d1 = ve1, d2 = ve2, d3 = e3.
Then, R′

2 = 〈1, d1, d2, d3〉O2
is a suborder of R2 in correspondence with

the form g = 〈1, a, λb〉, of which {1, d1, d2, d3} is a good basis. Furthermore,
if v2(λ) = 1 and v2(b) ≥ 1, then R′

2 is a maximal suborder of R2, the index
of (R′

2)
× in R×

2 is q, and a set of representatives for the set (R′
2)

×\R×
2 is

given by {1 + aie2 : 1 ≤ i ≤ q}.

Proof. The first assertion is easily checked. To prove the second one, we
use Proposition 3.12. Since v2(b) ≥ 1, by (2.6) the norm form on 2R2\R2

is given by N(x) = x20 + ax23. Hence, |(2R2\R2)
×| = c · q2, where c =

#{(x0, x3) ∈ k2 : x
2
0 + ax23 6= 0}.

We have that

2R2\R′
2 =

{
x ∈ 2R2\R2 : x0, x3 ∈ k2, (x1, x2) ∈ A(k2)

}
,

where A ∈ Endk2(k2 × k2) is the morphism given by left multiplication by( α0 α3

−α3 α0

)
. Since α2

0+aα
2
3 = λ and v2(λ) = 1, this matrix has rank 1. Hence,

|(2R2\R′
2)

×| = c · q, which shows that [R×
2 : (R′

2)
×] = q.

To see that the given units are not equivalent, take x ∈ (2R2\R′
2)

×. Then,
it is easy to see that

(1 + aie2)x = x0 + (x1 − aix2x3)e1 + (aix0 + x2)e2 + x3e3

= 1 + aje2

implies that i = j.
�

The next two results can be proved following the same ideas as the ones
used above.
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Proposition 5.12. Suppose that R2 is in correspondence with the form
f = 〈1, a, b〉, and let µ ∈ O2. Assume that there exist α0, α2 ∈ O2 such that
α2
0 + bα2

2 = µ. Let v = α0 + α2e2, and let d1 = ve1, d2 = e2, d3 = ve3.
Then, R′

2 = 〈1, d1, d2, d3〉O2
is a suborder of R2 in correspondence with

the form g = 〈1, µa, b〉, of which {1, d1, d2, d3} is a good basis. Furthermore,
if v2(µ) = 1 and v2(b) ≥ 1, then R′

2 is a maximal suborder of R2, the index
of (R′

2)
× in R×

2 is q, and a set of representatives for the set (R′
2)

×\R×
2 is

given by {1 + aie3 : 1 ≤ i ≤ q}.
Proposition 5.13. Suppose that R2 is in correspondence with the form f =
〈1, a, b〉. Let a′, b′ ∈ O2. Assume that there exist α1, α2, α3 ∈ O2 such that
abα2

1 = b′, and aα2
3 + bα2

2 = a′. Let d2 = α1e1, d3 = α2e2 + α3e3, d1 = d3d2.
Then, R′

2 = 〈1, d1, d2, d3〉O2
is a suborder of R2 in correspondence with

the form g = 〈1, a′, b′〉, of which {1, d1, d2, d3} is a good basis. Furthermore,
if v2(b

′) = v2(b)+ 1, v2(a) = v2(a
′) = 1 and v2(b) ≥ 1, then R′

2 is a maximal
suborder of R2, the index of (R′

2)
× in R×

2 is q, and a set of representatives
for the set (R′

2)
×\R×

2 is given by {1 + aie3 : 1 ≤ i ≤ q}.
Assume that the given system of representatives for k2 is such that a1 = 1,

and that aq−1 and aq are the two solutions in k2 of t2 + t + 1 = 0, when
q = 2s with even s.

Proposition 5.14. Let B = {1, e1, e2, e3} be a quasi-good basis of R2, and
assume that R′

2 is a maximal suborder of R2 that has been built using Algo-
rithm 2.21. Then, Table 5.3 gives the index of (R′

2)
× in R×

2 and a system
of representatives for the quotient set.

R2-class R′
2-class [R×

2 : (R′
2)

×] Representatives Condition

A1

A1
q + 1 e1 + e2, 1 + aie2 (1 ≤ i ≤ q) s = 0
q 1 + aie2 (1 ≤ i ≤ q) s ≥ 1

A2
q(q − 1) (1 + aie2)(e1 + aje2) (1 ≤ i, j ≤ q, aj 6= 0) r odd
q(q + 1) (1 + aie2)(e1 + aje2) (1 ≤ i, j ≤ q, aj 6= 0), r even

(1 + aie2)(aj + e1) (1 ≤ i ≤ q, q − 2 ≤ j ≤ q)
B q − 1 1 + aie2 (1 < i ≤ q)

A2
A2 q2 1 + aie1 + aje2 (1 ≤ i, j ≤ q)

B
q − 1 e3, 1 + aie3 (1 ≤ i ≤ q − 2) r even
q + 1 e3, 1 + aie3 (1 ≤ i ≤ q) r odd

B
B q

e2, 1 + aie2 (1 < i ≤ q) s = 0
1 + aie2 (1 ≤ i ≤ q) s ≥ 1

C q 1 + aie3 (1 ≤ i ≤ q)
D q 1 + aie2 (1 ≤ i ≤ q)

C

C q 1, ai + e2 (1 ≤ i ≤ q)

E q
1, ai + e2 (1 ≤ i ≤ q) δ1 = 1
1, ai + e3 (1 ≤ i ≤ q) δ1 = 3

F q
1, ai + e2 (1 ≤ i ≤ q) δ1 = 1
1, ai + e3 (1 ≤ i ≤ q) δ1 = 3

D D q 1, ai + e2 (1 ≤ i ≤ q)

E
E q 1, ai + e2 (1 ≤ i ≤ q)
G q 1, ai + e3 (1 ≤ i ≤ q)

F F q 1, ai + e2 (1 ≤ i ≤ q)
G G q 1, ai + e2 (1 ≤ i ≤ q)

Table 5.3. [R×
2 : (R′

2)
×] and representatives for (R′

2)
×\R×

2

Proof. As in the p ∤ 2 case, by Proposition 3.12, we may assume that B is a
good basis for R2, as well as we may perform all calculations modulo 2R2.
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The cases B to B, C to C, D to D, E to E, F to F and G to G are covered
by Proposition 5.11. The case B to C is covered by Proposition 5.12.

To prove the case B to D, use Proposition 5.12 to descend from
〈
1, 1, 22

〉

to
〈
1, 5, 22

〉
, and Proposition 5.11 to descend from this form to

〈
1, 5, 3 · 23

〉
.

A similar argument works for the other form of class B.
The cases C to E (with δ1 = 3), C to F (with δ1 = 3) and E to G are

covered by Proposition 5.13.
Now we will prove the case from A2 to B. The remaining cases can be

treated in a similar way, with no further difficulties.
By (5.4), the norm form on 2R2\R2 is given by N(x) = x20 + x0x3 + x23.

Hence, a standard calculation shows that

|(2R2\R2)
×| =

{
q4 − q2(2q − 1), if r is even

q4 − q2, if r is odd

Since d1 = 1 + e1, d2 = 1 + e2 and d3 = 1 + e1 + e2 in 2R2\R2, we have
that 2R2\R′

2 = 〈1, e1, e2〉k2 . Hence |(2R2\R2)
×| = q3 − q2, and this proves

the equality on [R×
2 : (R′

2)
×].

Now we need to find the right amount of non equivalent units. It is easily
seen that the elements in the set {1 + aie3 : 1 ≤ i ≤ q} ∪ {e3} are not
mutually equivalent modulo (2R2\R2)

×, and they are all units, except for
1 + aq−1e3 and 1 + aqe3 when q = 2s with even s.

�
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