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How does random walk on the Cayley graph behave?
When $G$ is infinite there it is believed that the choice of generators is not very important, and that "asymptotic" properties of the random walk depend only on the group. This has been proved in some cases, and has also supplied a number of exciting open problems.

When $G$ is the finite group $S_{n}$, the choice of generators matters dramatically. We are still very far from appreciating the richness that hides in the choice of generators.
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- The quantum Heisenberg ferromagnet
- A model for high rank linear groups
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## Conjecture (Babai)

There exists a universal constant $C$ such that the diameter of any Cayley graph of $S_{n}$ is smaller than $n^{C}$.

- Worse known example is $S=\{(12),(12 \ldots n)\}$ with diameter $\approx n^{2}$.
- Helfgott-Seress 2014: The diameter of any Cayley graph of $S_{n}$ is $\leq \exp \left(C \log ^{4} n \log \log n\right)$. It uses the classification of the finite simple groups.
- Babai-Seress 1992: If one of the generators has support $\leq \frac{1}{3} n$ then the diameter is $\leq C n^{8}$.
- Helfgott-Seress-Żuk: For random generators the diameter is $\leq C n^{2}$. (the conjectured diameter in this case is $\approx n \log n$ )
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This pheomenon came to be called "sharp threshold" and has attracted a lot of interest.

Generalizations for other conjugacy classes include Roichman (1996), Larsen-Shalev (2008) and Berestycki-Schramm-Zeitouni (2011).
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For any function $f$ on $S_{n}$ we can define its "Fourier transform" $\widehat{f}$ and it still satisfies that $\widehat{f * g}=\widehat{f} \cdot \widehat{g}$ so the random walk probabilities satisfy $\widehat{P}_{t}=(\widehat{P})^{t}$. The catch is that $\widehat{P}$ are matrices and the products and powers above are matrix products.

However, when $f$ is a class function i.e. a function depending only on the conjugacy class, then $\widehat{f}$ are all scalar matrices and we are back to products of numbers, as in the commutative case.

This is behind the analysis of Diaconis and Shahshahani. The actual values of $\widehat{f}$ go back to Frobenius (1901). More general results were obtained by Murnaghan (1937) and Nakayama (1940).

Take home message
Representation theory is great if your generating set is a class function
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A representation of a group $G$ is a homomorphism $\rho: G \rightarrow \mathrm{U}(V)$ where $V$ is some finite dimensional complex vector space and U is the group of unitary matrices over $V$. It is irreducible if there is no invariant subspace i.e. no $V^{\prime} \subset V$ such that $\rho(g) V=V$ for all $g \in G$. The Fourier transform is indexed by (isomorphism classes of) irreducible representations and is defined by

$$
\widehat{f}(\rho):=\sum_{g \in G} f(g) \rho(g) \quad f: G \rightarrow \mathbb{C}
$$

It has analogs of Parseval's formula and of the Fourier inversion formula.
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The irreducible representations of $S_{n}$ are indexed by the partitions of $n$. Unfortunately, the construction of the irreducible representations is not so easy and we have no time to discuss it in this lecture. Fortunately, one can go a long way without ever seeing the definition.
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In continuous time $X(i)$ is a continuous-time random walk on $G$ for all $i$ (dependent, of course). An equivalent point of view is that one puts marbles on the vertices of the graph and Poisson clocks on the edges. When a clock rings, exchange the marbles. In this formulation the process makes sense even on infinite graphs.
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The stirring process on the infinite graph $\mathbb{Z}^{3}$ exhibits a phase transition in time. There exists some $t_{c}$ such that for any $t<t_{c}$ there are only finite cycles, while for any $t>t_{c}$ there exists infinite cycles.

The conjecture has its roots in the quantum Heisenberg ferromagnet. Unfortunately we have no time to describe the model or the relation between it and the stirring process.

What is known?

- The fact that all cycles are finite for $t$ sufficiently small is easy.
- The existence of infinite cycles in any $t$ is open.
- When the graph $\mathbb{Z}^{3}$ is replaced by a tree there are results of Angel (2003) and Hammond (2013, preprint).
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## Conjecture (Tóth, 1993)

The stirring process on the infinite graph $\mathbb{Z}^{3}$ exhibits a phase transition in time. There exists some $t_{c}$ such that for any $t<t_{c}$ there are only finite cycles, while for any $t>t_{c}$ there exists infinite cycles.

The conjecture has a natural analog for finite graphs. Take an $r \times r \times r$ cube (possibly identifying the sides cyclically) and examine the cycle structure of the stirring process at time $t$.

- At small time the largest cycle should be logarithmic.
- At large time the largest cycle should be linear in the volume $n=r^{3}$.

The finite version was investigated with the cube replaced with the complete graph by Berestycki-Durrett (2006), Schramm (2005), Berestycki-K and Alon-K.
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## Theorem (with Gil Alon, 2013)

Let $G$ be any graph and let $\lambda_{1}, \ldots, \lambda_{n-1}$ be the non-zero eigenvalues of the laplacian of continuous-time random walk on
$G$. Let $q_{t}$ be the probability that $X(t)$ is a cycle of length $n$. Then

$$
q_{t}=\frac{1}{n} \prod_{i=1}^{n-1}\left(1-e^{-t \lambda_{i}}\right)
$$

(as $t \rightarrow \infty$, the right-hand side converges to $\frac{1}{n}$, as it should. As $t \rightarrow 0$ one gets a new proof of the matrix-tree theorem).
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The formula allows to find exactly the time where $q_{t}$ undergoes a phase transition (from being very close to zero, to its eventual value of $\frac{1}{n}$ ). For $G$ being the $r^{3}$ cube, it is not at constant time, as one might assume naively from Tóth's conjecture, but at $t \approx r^{2}$. In fact the event of having a big cycle is not typical, because it imposes restrictions on all vertices. Thus we need to find analogs for other cycle lengths.
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Can we estimate $\widehat{\Delta}(\rho)$ analytically? At least for the relevant $\rho$ i.e. with two rows and one column?
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## Theorem (with Gil Alon, 2013)

If $\rho$ has $\leq \frac{1}{3} \sqrt{n}$ squares below the first row and $\sigma$ has $\leq \frac{1}{3} \sqrt{n}$ to the right of the leftmost column then $\lambda_{1}(\rho) \leq \lambda_{1}(\sigma)$.

We also have unpublished results estimating $\lambda_{1}$ for the specific case that $G$ is a cube and $\rho$ has two rows and one column, with Propp, Angel and Amir. All these results use a combination of algebra and analysis.

Take home message (speculative)
Representation theory is useful even when the generating set is not a class function, in combination with analytic methods.

Thank you

