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Abstract

In [6], Murray Marshall proved that every f ∈ R[X,Y ] non-negative on the strip [0, 1] × R
can be written as f = σ0 + σ1X(1 −X) with σ0, σ1 sums of squares in R[X,Y ]. In this work, we

present a few results concerning this representation in particular cases. First, under the assumption

degY f ≤ 2, by characterizing the extreme rays of a suitable cone, we obtain a degree bound for

each term. Then, we consider the case of f positive on [0, 1]×R and non-vanishing at infinity, and

we show again a degree bound for each term, coming from a constructive method to obtain the

sum of squares representation. Finally, we show that this constructive method also works in the

case of f having only a finite number of zeros, all of them lying on the boundary of the strip, and

such that ∂f
∂X does not vanish at any of them.

1 Introduction

Let g1, . . . , gs ∈ R[X1, . . . , Xn] and consider the basic closed semialgebraic set

S = {x ∈ Rn | g1(x) ≥ 0, . . . , gs(x) ≥ 0}.

Given f ∈ R[X1, . . . , Xn] such that f is non-negative on S, a classical question is if there is a represen-

tation of f which makes evident this fact. Concerning this problem, there are two important algebraic

objects associated to g1, . . . , gs: the preordering

T (g1, . . . , gs) =
{ ∑
I⊂{1,...,s}

σI
∏
i∈I

gi | σI ∈
∑

R[X1, . . . , Xn]2 for every I ⊂ {1, . . . , s}
}

and the quadratic module

M(g1, . . . , gs) =
{
σ0 + σ1g1 + · · ·+ σsgs | σ0, σ1, . . . , σs ∈

∑
R[X1, . . . , Xn]2

}
.

It is clear that M(g1, . . . , gs) ⊂ T (g1, . . . , gs), but the equality only holds in some special cases, for

instance when s = 1. It is also clear that every polynomial f ∈ T (g1, . . . , gs) is non-negative on S, but

the converse is not true in general (see [17, Example]).
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Schmüdgen Positivstellensatz ([16]) states that if S is compact, every polynomial f ∈ R[X1, . . . , Xn]

positive on S belongs to T (g1, . . . , gs). On the other hand, Putinar Positivstellensatz ([12]) states

that if M(g1, . . . , gs) is archimedean, every polynomial f ∈ R[X1, . . . , Xn] positive on S belongs to

M(g1, . . . , gs). Recall that the quadratic module M(g1, . . . , gs) is archimedean if there exists r ∈ N
such that

r −X2
1 − · · · −X2

n ∈M(g1, . . . , gs).

Note that if M(g1, . . . , gs) is archimedean, then S is compact, but again, the converse is not true in

general (see [3, Example 4.6]).

In the case where dimS ≥ 3 or in the case where n = 2 and S contains an affine full-dimensional

cone, there exist polynomials non-negative on S which do not belong to T (g1, . . . , gs) ([14]). On the

contrary, M. Marshall proved in [6] the following result for polynomials non-negative on the strip

[0, 1]× R ⊂ R2:

Theorem 1 Let f ∈ R[X,Y ] with f ≥ 0 on [0, 1]× R. Then

f = σ0 + σ1X(1−X) (1)

with σ0, σ1 ∈
∑

R[X,Y ]2.

In other words, Theorem 1 states that every polynomial non-negative on the strip [0, 1] × R belongs

to M(X(1 − X)). This result was later extended to other two-dimensional semialgebraic sets in [7]

and [15].

In this paper, we present some results concerning effectivity issues around the representation obtained

in Theorem 1, in particular cases.

For instance, a natural question is if it is possible to bound the degrees of each term in (1). In Section

2, we prove a degree bound for each term in the case degY f ≤ 2. To this end, we first characterize all

the extreme rays of a suitable cone containing f and study their representation as in (1). The main

result in this section is the following.

Theorem 2 Let f ∈ R[X,Y ] with f ≥ 0 on [0, 1] × R and degY f ≤ 2. Then f can be written as in

(1) with

deg(σ0),deg(σ1X(1−X)) ≤ degX f + 3.

In Section 3, we deal again with the question of bounding the degrees of each term in (1) in a different

situation. First, in Section 3.1, we consider the case where f is positive on [0, 1] × R and does not

vanish at infinity. To make this concept precise, we introduce the following definition coming from

[9]:

Definition 3 Let f ∈ R[X,Y ] and m = degY f . The polynomial f is fully m-ic on [0, 1] if for every

x ∈ [0, 1], f(x, Y ) ∈ R[Y ] has degree m.
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Given

f =
∑

0≤i≤m

∑
0≤j≤d

ajiX
jY i ∈ R[X,Y ],

define

f̄ =
∑

0≤i≤m

∑
0≤j≤d

ajiX
jY iZm−i ∈ R[X,Y, Z].

Note that if f > 0 on [0, 1]×R and f is fully m-ic on [0, 1] then m is even and f̄ > 0 on {(x, y, z) | x ∈
[0, 1], y2 + z2 = 1}.
We note as usual

‖f‖∞ = max{|aji| | 0 ≤ i ≤ m, 0 ≤ j ≤ d}.

We prove the following result.

Theorem 4 Let f ∈ R[X,Y ] with f > 0 on [0, 1]× R, f fully m-ic on [0, 1], d = degX f ≥ 2 and

f• = min{f̄(x, y, z) | x ∈ [0, 1], y2 + z2 = 1} > 0.

Then f can be written as in (1) with

deg(σ0),deg(σ1X(1−X)) ≤ d3(m+ 1)‖f‖∞
f•

.

Note that the cases degX f = 0 and degX f = 1 are not covered by Theorem 4, but these cases are of

a simpler nature. If degX f = 0, f belongs to R[Y ] and is non-negative on R, then f can simply be

written as a sum of squares in R[Y ] with the degree of each term bounded by m (see [5, Proposition

1.2.1] and [4]). If degX f = 1, we have

f(X,Y ) = f(1, Y )X + f(0, Y )(1−X)

and, since f(0, Y ) and f(1, Y ) are non-negative on R, again these polynomials can be written as sums

of squares in R[Y ] with the degree of each term bounded by m; then, using the identities

X = X2 +X(1−X) and 1−X = (1−X)2 +X(1−X),

we take σ0 = f(1, Y )X2 + f(0, Y )(1 − X)2 and σ1 = f(1, Y ) + f(0, Y ) and the identity f = σ0 +

σ1X(1−X) holds with the degree of each term bounded by m+ 2.

To prove Theorem 4, in Section 3.1 we show a constructive way of producing the representation in

Theorem 1 in the case of f positive on [0, 1]×R and fully m-ic on [0, 1], and then we bound the degrees

of each term. A similar constructive way of obtaining this representation was already given in [11,

Proposition 3] under slightly different hypothesis. The idea behind the construction is to consider the

unbounded variable as a parameter and to produce a uniform version of a representation theorem for

the segment [0, 1] using the effective version of Pólya’s Theorem from [10]. This technique was also

used in related problems in [9] and [2].

Finally, in Section 3.2, we prove that the constructive method from the previous section also works in

the case of f non-negative on the strip and having only a finite number of zeros, all of them lying on

the boundary, and such that ∂f
∂X does not vanish at any of them.

3



2 The case degY f ≤ 2

In this section we consider the problem of finding a degree bound for the representation in Theorem

1 under the assumption degY f ≤ 2. Since it will be more convenient to homogenize with respect to

the unbounded variable, we introduce the set

S = [0, 1]× (R2 \ {(0, 0)}) ⊆ R3.

It is easy to see that for f̄ = f2(X)Y 2 + f1(X)Y Z + f0(X)Z2 non-negative on S and x0 ∈ [0, 1],

f2(x0) ≥ 0 and f0(x0) ≥ 0 and either f(x0, Y, Z) = 0 or degY f(x0, Y, Z) and degZ f(x0, Y, Z) are

even numbers; therefore, if X − x0 | f2 or X − x0 | f0, then X − x0 | f1. Moreover, if x0 ∈ (0, 1) and

X − x0 | f2, then (X − x0)2 | f2. Similarly, if x0 ∈ (0, 1) and X − x0 | f0, then (X − x0)2 | f0.

We introduce the following cone.

Definition 5 Given d, e ∈ N0, we define

Cd,e =
{
f̄ = f2(X)Y 2 + f1(X)Y Z + f0(X)Z2 ∈ R[X,Y, Z] |

f̄ ≥ 0 on S, deg f2 ≤ d, deg f1 ≤
⌊

1

2
(d+ e)

⌋
, deg f0 ≤ e

}
.

We can think of Cd,e as included in Rd+b 1
2

(d+e)c+e+3 by identifying each f̄ ∈ Cd,e with its vector of

coefficients in some prefixed order. It is easy to see that Cd,e is a closed cone which does not contain

lines. Therefore, we can use the following well-known result (see for instance [13, Section 18]).

Theorem 6 Let C ⊆ RN be a closed cone which does not contain lines, then every element of C can

be written as a sum of elements lying on extreme rays of C.

For a given f ∈ R[X,Y ] non-negative on [0, 1]×R, the strategy for proving that Theorem 2 holds for

f is to use the classical idea of characterizing the extreme rays of Cd,e, then to study the homogenized

representation as in Theorem 1 for the elements lying on these rays, and finally to decompose f̄ as a

sum of them.

Under the additional hypothesis that d and e have the same parity, our characterization of the extreme

rays of Cd,e is the following.

Theorem 7 Let d, e ∈ N0 such that d ≡ e (2). The extreme rays of Cd,e are the rays generated by the

polynomials of the form r(X)(p(X)Y + q(X)Z)2 with

• p and q not simultaneously zero and (p : q) = 1,

• r 6= 0, r ≥ 0 on [0, 1] and r with deg r real roots in [0, 1] (counted with multiplicity),

• 2 deg p ≤ d, 2 deg q ≤ e and deg r = min{d− 2 deg p, e− 2 deg q}.
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To prove Theorem 7, the idea is to proceed inductively on a sequence of cones ordered by inclusion.

To do so, we need to show first that given f̄ = f2(X)Y 2 + f1(X)Y Z + f0(X)Z2 ∈ Cd,e some factors

of f2(X) or f0(X) are necessarily also factors of f1(X); in this case, after removing these factors we

move to a smaller cone.

The following lemmas are some basic auxiliary results concerning extreme rays of Cd,e.

Lemma 8 Let d, e ∈ N0 and let f̄ be a generator of an extreme ray of Cd,e. Then f̄ vanishes at some

point of S.

Proof: Suppose f̄ > 0 on S and take

c = min{f̄(x, y, z) |x ∈ [0, 1], y2 + z2 = 1} > 0.

Consider cY 2, c(Y 2 + Z2) ∈ Cd,e. We have

0 ≤ cY 2 ≤ c(Y 2 + Z2) ≤ f̄ on S,

but since f̄ generates an extreme ray of Cd,e, f̄ is a scalar multiple of both cY 2 and c(Y 2 +Z2) which

is impossible. �

Lemma 9 Let d, e ∈ N0 and let f̄ = f2(X)Y 2 + f1(X)Y Z + f0(X)Z2 be a generator of an extreme

ray of Cd,e. If f2 = 0, f1 = 0 or f0 = 0, then f̄ is of the form

r(X)Y 2 or r(X)Z2.

Proof: If f2 = 0 then f1 = 0, f̄ = f0(X)Z2 and we take r(X) = f0(X). Similarly, if f0 = 0 then

f1 = 0, f̄ = f2(X)Y 2 and we take r(X) = f2(X). On the other hand, if f1 = 0 and f2, f0 6= 0, then

0 ≤ f2(X)Y 2 ≤ f2(X)Y 2 + f0(X)Z2 = f̄ on S

which, proceeding similarly to the proof of Lemma 8, is impossible. �

The following lemma shows that the second and third condition in the characterization of the extreme

rays in Theorem 7 are indeed consequences of the first condition.

Lemma 10 Let d, e ∈ N0. If r(X)(p(X)Y + q(X)Z)2 with p and q not simultaneously zero and

(p : q) = 1 generates an extreme ray of Cd,e, then

• r 6= 0, r ≥ 0 on [0, 1] and r has deg r real roots in [0, 1] (counted with multiplicity),

• 2 deg p ≤ d, 2 deg q ≤ e and deg r = min{d− 2 deg p, e− 2 deg q}.

Proof: Let f̄ = r(X)(p(X)Y + q(X)Z)2. Since f̄ 6= 0, r 6= 0, and since f̄ ≥ 0 on S, r ≥ 0 on [0, 1]. If r

has a complex non-real root, or a real root which does not belong to the interval [0, 1], it is easy to see
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that r can be written as r = r1 + r2 with r1, r2 ∈ R[X] − {0}, deg r1, deg r2 ≤ deg r, deg r1 6= deg r2

and r1, r2 ≥ 0 on [0, 1]. Then for i = 1, 2, we take fi = ri(X)(p(X)Y + q(X)Z)2 ∈ Cd,e and we have

0 ≤ fi ≤ f̄ on S,

but since f̄ generates an extreme ray of Cd,e, f̄ is a scalar multiple of both f1 and f2 which is impossible.

Since f̄ ∈ Cd,e, we have 2 deg p ≤ d, 2 deg q ≤ e and deg r ≤ min{d − 2 deg p, e − 2 deg q}. If deg r <

min{d− 2 deg p, e− 2 deg q}, we have Xf̄ ∈ Cd,e and

0 ≤ Xf̄ ≤ f̄ on S

which is again impossible for similar reasons. �

In order to prove Theorem 7, we will do several changes of variables. The following three lemmas

summarize the properties we need. We omit their proofs since they are very simple.

Lemma 11 Let d, e ∈ N0 with d ≤ e, f̄ ∈ Cd,e, β ∈ R and h ∈ R[X,Y, Z] defined by

h(X,Y, Z) = f̄(X,Y + βZ,Z) = f2(X)Y 2 + h1(X)Y Z + h0(X)Z2.

Then:

• h belongs to Cd,e.

• If f̄ generates an extreme ray of Cd,e, then h generates an extreme ray of Cd,e.

• If (x0, y0, z0) ∈ S with z0 6= 0 and f̄(x0, y0, z0) = 0 and β = y0/z0, then h0(x0) = 0.

• If h can be written as r(X)(p(X)Y + q(X)Z)2 with p and q not simultaneously zero and (p : q)

= 1, then f̄ can be written as

r(X)(p(X)Y + (−βp(X) + q(X))Z)2

with p and −βp+ q not simultaneously zero and (p : −βp+ q) = 1.

Lemma 12 Let d, e ∈ N0 with d+ 2 ≤ e, f̄ ∈ Cd,e, ` ∈ R[X] with deg ` = 1 and h ∈ R[X,Y, Z] defined

by

h(X,Y, Z) = f̄(X,Y + `(X)Z,Z) = f2(X)Y 2 + h1(X)Y Z + h0(X)Z2.

Then:

• h belongs to Cd,e.

• If f̄ generates an extreme ray of Cd,e, then h generates an extreme ray of Cd,e.

• If (x0, y0, z0), (x1, y1, z1) ∈ S with x0 6= x1, z0, z1 6= 0, y0/z0 6= y1/z1 and f(x0, y0, z0) =

f(x1, y1, z1) = 0 and

`(X) =
y1/z1 − y0/z0

x1 − x0
(X − x0) + y0/z0,

then h0(x0) = h0(x1) = 0.
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• If h can be written as r(X)(p(X)Y + q(X)Z)2 with p and q not simultaneously zero and (p : q)

= 1, then f̄ can be written as

r(X)(p(X)Y + (−`(X)p(X) + q(X))Z)2

with p and −`p+ q not simultaneously zero and (p : −`p+ q) = 1.

Lemma 13 Let d, e ∈ N0 with d = e, f̄ ∈ Cd,e, β0, β1 ∈ R with β0 6= β1 and h ∈ R[X,Y, Z] defined by

h(X,Y, Z) = f(X,β0Y + β1Z, Y + Z) = h2(X)Y 2 + h1(X)Y Z + h0(X)Z2.

Then:

• h belongs to Cd,e.

• If f̄ generates an extreme ray of Cd,e, then h generates an extreme ray of Cd,e.

• If (x0, y0, z0), (x1, y1, z1) ∈ S with z0, z1 6= 0, y0/z0 6= y1/z1 and f(x0, y0, z0) = f(x1, y1, z1) = 0

and β0 = y0/z0, β1 = y1/z1, then h2(x0) = h0(x1) = 0.

• If h can be written as r(X)(p(X)Y + q(X)Z)2 with p and q not simultaneously zero and (p : q)

= 1, then f̄ can be written as

1

(β0 − β1)2
r(X)((p(X)− q(X))Y + (−β1p(X) + β0q(X))Z)2

with p− q and −β1p+ β0q not simultaneously zero and (p− q : −β1p+ β0q) = 1.

We are ready to prove the characterization of the extreme rays of the cone Cd,e given in Theorem 7.

Proof of Theorem 7: We begin by proving that if f̄ = r(X)(p(X)Y + q(X)Z)2 with r, p and q as in

the statement of Theorem 7, then f̄ generates an extreme ray of Cd,e. Consider

g = g2(X)Y 2 + g1(X)Y Z + g0(X)Z2 ∈ Cd,e

such that 0 ≤ g ≤ f̄ on S. We want to show that g is a scalar multiple of f̄ .

If p = 0, since (p : q) = 1 we have q = λ ∈ R \ {0} and then deg r = e. On the other hand, for

every x ∈ [0, 1], f̄(x, 1, 0) = 0. Then, for every x ∈ [0, 1], g2(x) = g(x, 1, 0) = 0 and this implies

g2 = g1 = 0. Therefore, g = g0(X)Z2, but since 0 ≤ g ≤ f̄ on S, 0 ≤ g0 ≤ λ2r on [0, 1]. It is easy

to see that every root of r is necessarily also a root of g0 with at least the same multiplicity, then we

have deg r ≤ deg g0 ≤ e = deg r, g0 is a scalar multiple of r and g is a scalar multiple of f̄ .

If p 6= 0, we consider G ∈ R[X,Y, Z] defined by

G(X,Y, Z) = p(X)2g(X,Y, Z) = g2(X)(p(X)Y + q(X)Z)2 +G1(X)Y Z +G0(X)Z2.

We first see that G1 = G0 = 0. Take x0 ∈ [0, 1] such that p(x0) 6= 0. Since f̄(x0,−q(x0), p(x0)) = 0,

G(x0,−q(x0), p(x0)) = 0 and then

−G1(x0)q(x0)p(x0) +G0(x0)p(x0)2 = 0. (2)
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Moreover, since G ≥ 0 on S,

∂G

∂Y
(x0,−q(x0), p(x0)) = G1(x0)p(x0) = 0. (3)

We conclude from (2) and (3) that G1(x0) = G0(x0) = 0. This implies G1 = G0 = 0 and then

p(X)2g(X,Y, Z) = g2(X)(p(X)Y +q(X)Z)2. Since (p : q) = 1, p2 | g2 and g = g̃2(X)(p(X)Y +q(X)Z)2

for g̃2 = g2/p
2 ∈ R[X]. Reasoning similarly to the case p = 0, we see that g̃2 is a scalar multiple of r

and g is a scalar multiple of f̄ .

Now we prove that if f̄ = f2(X)Y 2 + f1(X)Y Z + f0(X)Z2 generates an extreme ray of Cd,e then f̄

can be written as in the statement of Theorem 7. To do so, we use inductive arguments, considering

the families of cones ordered by inclusion, this is to say,

Cd1,e1 ≤ Cd2,e2 if d1 ≤ d2 and e1 ≤ e2.

Actually, for (d, e) = (0, 0), the result is easy to check using Lemma 8, so from now on we assume

(d, e) 6= (0, 0). Using Lemma 9 and Lemma 10, we can assume f2, f1, f0 6= 0.

First, we prove the result in two particular cases.

A1. There is x0 ∈ [0, 1] such that (X − x0)2 | f2 or (X − x0)2 | f0:

Without loss of generality, suppose (X − x0)2 | f2, then X − x0 | f1. Consider h2 = f2/(X −
x0)2, h1 = f1/(X − x0) ∈ R[X] and

h = h2(X)Y 2 + h1(X)Y Z + f0(X)Z2 ∈ R[X,Y, Z],

then

h(X, (X − x0)Y,Z) = f̄(X,Y, Z) and h(X,Y, Z) = f̄

(
X,

Y

X − x0
, Z

)
Note that h ∈ Cd−2,e. Indeed, h verifies the degree bounds and h ≥ 0 on {(x, y, z) ∈ S | x 6= x0},
by continuity, h ≥ 0 on S. In order to apply the inductive hypothesis, let us prove that h

generates an extreme ray of Cd−2,e. Given

g = g2(X)Y 2 + g1(X)Y Z + g0(X)Z2 ∈ Cd−2,e

such that 0 ≤ g ≤ h on S, we consider

g̃ = (X − x0)2g2(X)Y 2 + (X − x0)g1(X)Y Z + g0(X)Z2 ∈ R[X,Y, Z],

since g̃(X,Y, Z) = g(X, (X − x0)Y, Z), g̃ ∈ Cd,e and 0 ≤ g̃ ≤ f̄ on S. Therefore, g̃ is a scalar

multiple of f̄ and g is a scalar multiple of h.

By the inductive hypothesis, h is of the form

h(X,Y, Z) = r̃(X)(p̃(X)Y + q̃(X)Z)2

8



with p̃ and q̃ not simultaneously zero and (p̃ : q̃) = 1. Then,

f̄(X,Y, Z) = r̃(X)((X − x0)p̃(X)Y + q̃(X)Z)2.

If X−x0 6 | q̃, we take r = r̃, p = (X−x0)p̃ and q = q̃, and if X−x0 | q̃, we take r = (X−x0)2r̃,

p = p̃ and q = q̃/(X − x0) ∈ R[X]. In both cases we have (p : q) = 1 and we conclude using

Lemma 10.

A2. There is x0 ∈ [0, 1] such that X − x0 | f2, f0:

It is clear that X − x0 | f1. If x0 ∈ (0, 1) it is easy to see that (X − x0)2 | f2 and then we are

in case A1, so we can suppose x0 ∈ {0, 1}. Without loss of generality assume x0 = 0. Consider

h = f̄/X ∈ R[X,Y, Z]. Proceeding as in case A1, it is easy to see that h generates an extreme

ray of Cd−1,e−1, and using the inductive hypothesis we have h is of the form

h(X,Y, Z) = r̃(X)(p̃(X)Y + q̃(X)Z)2

with p̃ and q̃ not simultaneously zero and (p̃ : q̃) = 1. Then we take r = Xr̃, p = p̃ and q = q̃

and we conclude using Lemma 10.

We consider now an auxiliary list of cases in which we prove the result by reducing to cases A1 and

A2.

B1. There are x0 ∈ {0, 1} and (y0, z0) ∈ {(1, 0), (0, 1)} such that f̄(x0, y0, z0) = 0 and f̄(x, y, z) 6= 0

for every (x, y, z) ∈ S with x 6= x0:

Without loss of generality, suppose f̄(0, 1, 0) = 0, then f2(0) = 0 and X | f1. If X2 | f2 we are

in case A1 and if X | f0 we are in case A2. Moreover, if there is x ∈ (0, 1] with f2(x) = 0, then

f̄(x, 1, 0) = 0 which contradicts the hypothesis. Similarly, if there is x ∈ (0, 1] with f0(x) = 0,

then f̄(x, 0, 1) = 0 which also contradicts the hypothesis. So from now on we assume X2 - f2,

f2 > 0 on (0, 1] and f0 > 0 on [0, 1].

Consider g2 = f2/X, g1 = f1/X ∈ R[X] and note that g2 > 0 in [0, 1]. Since f̄(x, y, z) > 0 for

(x, y, z) ∈ S with x ∈ (0, 1],

f1(x)2 − 4f2(x)f0(x) = x2g2
1(x)− 4xg2(x)f0(x) < 0,

for x ∈ (0, 1], and then

xg2
1(x)− 4g2(x)f0(x) < 0

for x ∈ (0, 1], but since g2(0) > 0 and f0(0) > 0, this last inequality can be extended to x ∈ [0, 1].

We take ε > 0 such that
xg2

1(x)

4g2(x)
− f0(x) ≤ −ε

for x ∈ [0, 1]. Therefore,

f1(x)2 − 4f2(x)(f0(x)− ε) = x2g2
1(x)− 4xg2(x)(f0(x)− ε) ≤ 0

for x ∈ [0, 1]. Let h = f2(X)Y 2 + f1(X)Y Z + (f0(X)− ε)Z2 ∈ R[X,Y, Z]. It follows easily that

h ∈ Cd,e and 0 ≤ h ≤ f̄ on S, but then h is a scalar multiple of f̄ which is impossible.

9



B2. There is (y0, z0) ∈ {(1, 0), (0, 1)} such that f̄(0, y0, z0) = f̄(1, y0, z0) = 0 and f̄(x, y, z) 6= 0 for

every (x, y, z) ∈ S with x ∈ (0, 1):

Without loss of generality, suppose f̄(0, 1, 0) = f̄(1, 1, 0) = 0, then f2(0) = f2(1) = 0 and

therefore X | f1 and X−1 | f1. If X2 | f2 or (X−1)2 | f2 we are in case A1 and if X | f0 or X−1 | f0

we are in case A2. Moreover, if there is x ∈ (0, 1) with f2(x) = 0, then f̄(x, 1, 0) = 0 which

contradicts the hypothesis. Similarly, if there is x ∈ (0, 1) with f0(x) = 0, then f̄(x, 0, 1) = 0

which also contradicts the hypothesis. So from now on we assume X2 - f2, (X − 1)2 - f2, f2 > 0

on (0, 1) and f0 > 0 on [0, 1].

Consider g2 = f2/(X(X − 1)), g1 = f1/(X(X − 1)) ∈ R[X] and note that g2 < 0 in [0, 1]. Since

f̄(x, y, z) > 0 for (x, y, z) ∈ S with x ∈ (0, 1),

f1(x)2 − 4f2(x)f0(x) = x2(x− 1)2g2
1(x)− 4x(x− 1)g2(x)f0(x) < 0,

for x ∈ (0, 1), and then

x(x− 1)g2
1(x)− 4g2(x)f0(x) > 0

for x ∈ (0, 1), but since g2(0) < 0, g2(1) < 0, f0(0) > 0 and f0(1) > 0, this last inequality can be

extended to x ∈ [0, 1]. We take ε > 0 such that

x(x− 1)g2
1(x)

4g2(x)
− f0(x) ≤ −ε

for x ∈ [0, 1]. The proof is finished using the same arguments as in case B1.

B3. There are (y0, z0), (y1, z1) ∈ {(1, 0), (0, 1)}, (y0, z0) 6= (y1, z1) such that f̄(0, y0, z0) = f̄(1, y1, z1) =

0 and f̄(x, y, z) 6= 0 for every (x, y, z) ∈ S with x ∈ (0, 1):

Without loss of generality, suppose f(0, 1, 0) = f(1, 0, 1) = 0, then f2(0) = f0(1) = 0 and therfore

X | f1 and X−1 | f1. If X2 | f2 or (X−1)2 | f0 we are in case A1 and if X | f0 or X−1 | f2 we are

in case A2. Moreover, if there is x ∈ (0, 1) with f2(x) = 0, then f̄(x, 1, 0) = 0 which contradicts

the hypothesis. Similarly, if there is x ∈ (0, 1) with f0(x) = 0, then f̄(x, 0, 1) = 0 which also

contradicts the hypothesis. So from now on we assume X2 - f2, (X − 1)2 - f0, f2 > 0 on (0, 1]

and f0 > 0 on [0, 1).

Consider g2 = f2/X, g1 = f1/(X(X − 1)), g0 = f0/(X − 1) ∈ R[X] and note that g2 > 0 in [0, 1]

and g0 < 0 in [0, 1]. Since f̄(x, y, z) > 0 for (x, y, z) ∈ S with x ∈ (0, 1),

f1(x)2 − 4f2(x)f0(x) = x2(x− 1)2g2
1(x)− 4x(x− 1)g2(x)g0(x) < 0

for x ∈ (0, 1), and then

x(x− 1)g2
1(x)− 4g2(x)g0(x) > 0

for x ∈ (0, 1), but since g2(0) > 0, g2(1) > 0, g0(0) < 0 and g0(1) < 0, this last inequality can be

extended to x ∈ [0, 1]. We take ε > 0 such that

x(x− 1)g2
1(x)

4g2(x)
− g0(x) ≥ ε
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for x ∈ [0, 1]. Therefore,

f1(x)2 − 4f2(x)(x− 1)(g0(x) + ε) = x2(x− 1)2g2
1(x)− 4x(x− 1)g2(x)(g0(x) + ε) ≤ 0

for x ∈ [0, 1]. Let h = f2(X)Y 2 + f1(X)Y Z + (X − 1)(g0(X) + ε)Z2 ∈ R[X,Y, Z]. It follows

easily that h ∈ Cd,e and 0 ≤ h ≤ f̄ on S, but then h is a scalar multiple of f̄ which is impossible.

We prove now the general case. Without loss of generality we suppose d ≤ e. By Lemma 8, f̄ vanishes

at some point of S. To prove the result we are going to consider three final cases.

C1. There is (x0, y0, z0) ∈ S with x0 ∈ (0, 1) such that f̄(x0, y0, z0) = 0:

If z0 = 0, X − x0 | f2, then (X − x0)2 | f2 and we are in case A1. If z0 6= 0 we take β = y0/z0

and consider

h(X,Y, Z) = f̄(X,Y + βZ,Z) = f2(X)Y 2 + h1(X)Y Z + h0(X)Z2.

By Lemma 11, h generates an extreme ray of Cd,e and verifies h0(x0) = 0. Then (X − x0)2 |h0

and by case A1 applied to h and Lemma 11 the result follows.

C2. There are x0 ∈ {0, 1} and (y0, z0) ∈ S such that f̄(x0, y0, z0) = 0 and f̄(x, y, z) 6= 0 for every

(x, y, z) ∈ S with x 6= x0:

Without loss of generality, suppose x0 = 0. If z0 = 0, we can assume y0 = 1 and we are in case

B1. If z0 6= 0, we take β = y0/z0 and consider

h(X,Y, Z) = f̄(X,Y + βZ,Z) = f2(X)Y 2 + h1(X)Y Z + h0(X)Z2.

By Lemma 11, h generates an extreme ray of Cd,e and verifies h0(0) = 0 and h(0, 0, 1) = 0. In

addition, h(x, y, z) 6= 0 for every (x, y, z) ∈ S with x 6= 0. By case B1 applied to h and Lemma

11 the result follows.

C3. There are (y0, z0), (y1, z1) ∈ S such that f̄(0, y0, z0) = f̄(1, y1, z1) = 0 and f̄(x, y, z) 6= 0 for every

(x, y, z) ∈ S with x ∈ (0, 1):

If z0 = z1 = 0, we can assume y0 = y1 = 1 and we are in case B2.

If z0 6= 0 and z1 = 0, we take β = y0/z0 and consider

h(X,Y, Z) = f̄(X,Y + βZ,Z) = f2(X)Y 2 + h1(X)Y Z + h0(X)Z2.

By Lemma 11, h generates an extreme ray of Cd,e and verifies h0(0) = 0 and h(0, 0, 1) = 0. On

the other hand, since f̄(1, y1, 0) = 0, f2(1) = 0 and h(1, 1, 0) = 0. In addition, h(x, y, z) 6= 0 for

every (x, y, z) ∈ S with x ∈ (0, 1). By case B3 applied to h and Lemma 11 the result follows. If

z0 = 0 and z1 6= 0 we proceed similarly to the case z0 6= 0 and z1 = 0.

The final case is z0, z1 6= 0, but we need to split it in three cases.

If z0, z1 6= 0 and y0/z0 = y1/z1, we take β = y0/z0 and consider

h(X,Y, Z) = f̄(X,Y + βZ,Z) = f2(X)Y 2 + h1(X)Y Z + h0(X)Z2.

11



By Lemma 11, h generates an extreme ray of Cd,e and verifies h0(0) = h0(1) = 0, then h(0, 0, 1) =

h(1, 0, 1) = 0. In addition, h(x, y, z) 6= 0 for every (x, y, z) ∈ S with x ∈ (0, 1). By case B2

applied to h and Lemma 11 the result follows.

If z0, z1 6= 0 with y0/z0 6= y1/z1 and d = e, we take β0 = y0/z0 and β1 = y1/z1 and consider

h(X,Y, Z) = f̄(X,β0Y + β1Z, Y + Z) = h2(X)Y 2 + h1(X)Y Z + h0(X)Z2.

By Lemma 13, h generates an extreme ray of Cd,e and verifies h2(0) = h0(1) = 0, then h(0, 1, 0) =

h(1, 0, 1) = 0. In addition, h(x, y, z) 6= 0 for every (x, y, z) ∈ S with x ∈ (0, 1). By case B3

applied to h and Lemma 13 the result follows.

Finally, if z0, z1 6= 0 with y0/z0 6= y1/z1 and d < e, since d ≡ e(2), d+ 2 ≤ e. Then, we take

`(X) = (y1/z1 − y0/z0)X + y0/z0

and consider

h(X,Y, Z) = f̄(X,Y + `(X)Z,Z) = f2(X)Y 2 + h1(X)Y Z + h0(X)Z2.

By Lemma 12, h generates an extreme ray of Cd,e and verifies h0(0) = h0(1) = 0, then, h(0, 0, 1) =

h(1, 0, 1) = 0. In addition, h(x, y, z) 6= 0 for every (x, y, z) ∈ S with x ∈ (0, 1). By case B2

applied to h and Lemma 12 the result follows.

�

Finally, we deduce Theorem 2.

Proof of Theorem 2: Take d = e = degX f , then f̄ = f2(X)Y 2 + f1(X)Y Z + f0(X)Z2 ∈ Cd,e (note

that we homogenize to degree 2 even in the case degY f = 0). By Theorems 6 and 7,

f̄ =
∑

1≤i≤s
ri(piY + qiZ)2

for some ri, pi, qi ∈ R[X] as in Theorem 7 for 1 ≤ i ≤ s. By studying the factorization in C[X]

of each ri ∈ R[X], it is easy to see that the condition ri ≥ 0 on [0, 1] implies that there exist

ti, ui, vi, wi ∈
∑

R[X]2 such that

ri = ti + uiX + vi(1−X) + wiX(1−X)

with deg ti,deg uiX,deg vi(1−X), degwiX(1−X) ≤ deg ri. Using the identities

X = X2 +X(1−X) and 1−X = (1−X)2 +X(1−X),

we take

σ0 =
∑

1≤i≤s
(ti + uiX

2 + vi(1−X)2)(piY + qi)
2
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and

σ1 =
∑

1≤i≤s
(ui + vi + wi)(piY + qi)

2

and the identity f = σ0 + σ1X(1−X) holds. Finally,

deg(σ0) ≤ max
1≤i≤s

deg(ti + uiX
2 + vi(1−X)2)(piY + qi)

2 ≤ max
1≤i≤s

deg ri(piY + qi)
2 + 1 ≤ degX f + 3

and

deg(σ1X(1−X)) ≤ max
1≤i≤s

deg(ui + vi + wi)(piY + qi)
2X(1−X) ≤

≤ max
1≤i≤s

deg ri(piY + qi)
2 + 1 ≤ degX f + 3.

�

3 A constructive approach

In this section we show, under certain hypothesis, a constructive approach which also provides a degree

bound for each term in the representation in Theorem 1. This approach works in the case that f is

positive on the strip and fully m-ic on [0, 1] (Section 3.1) and in the case that f is non-negative on

the strip, fully m-ic on [0, 1], and has only a finite number of zeros, all of them lying on the boundary

of the strip and such that ∂f
∂x does not vanish at any of them (Section 3.2). Finally, we will see in

Example 20 that this approach does not work in the general case.

Roughly speaking, the main idea is to lift the interval [0, 1] to the standard 1-dimensional simplex

∆1 = {(w, x) ∈ R2 | w ≥ 0, x ≥ 0, w + x = 1},

to consider Y as a parameter and to produce for each evaluation of Y a certificate of non-negativity

on ∆1 using the effective version of Pólya’s Theorem from [10] in a suitable manner so that these

certificates can be glued together. We introduce a variable W which is used to lift the interval [0, 1]

to the simplex ∆1 and, as before, a variable Z which is used to compactify R.

Notation 14 Given

f =
∑

0≤i≤m

∑
0≤j≤d

ajiX
jY i ∈ R[X,Y ],

define

F =
∑

0≤i≤m

∑
0≤j≤d

ajiX
j(W +X)d−jY iZm−i ∈ R[W,X, Y, Z].

For N ∈ N0 and 0 ≤ j ≤ N + d, we define the polynomials bj ∈ R[Y,Z] as follows:

(W +X)NF =
∑

0≤j≤N+d

bj(Y,Z)W jXN+d−j . (4)
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Note that (W + X)NF is homogeneous on (W,X) and (Y, Z) of degree N + d and m respectively.

Therefore, for 0 ≤ j ≤ N + d, bj ∈ R[Y,Z] is a homogeneous polynomial of degree m.

We introduce the notation

C = {(y, z) ∈ R2 | y2 + z2 = 1}.

Proposition 15 Let f ∈ R[X,Y ] and N ∈ N0 such that for 0 ≤ j ≤ N + d, bj ≥ 0 on C. Then f can

be written as in (1) with

deg(σ0),deg(σ1X(1−X)) ≤ N + d+m+ 1.

Proof: Substituting W = 1−X and Z = 1 in (4) we have

f(X,Y ) =
∑

0≤j≤N+d

bj(Y, 1)(1−X)jXN+d−j .

For 0 ≤ j ≤ N + d, since bj(Y,Z) ≥ 0 on C and bj is homogeneous, we have bj(Y, 1) ≥ 0 on R and

therefore bj(Y, 1) is a sum of squares in R[Y ] (see [5, Proposition 1.2.1]) with the degree of each term

bounded by m.

If N + d is even, we take

σ0 =
∑

0≤j≤N+d, j even

bj(Y, 1)(1−X)jXN+d−j

and

σ1 =
∑

1≤j≤N+d−1, j odd

bj(Y, 1)(1−X)j−1XN+d−j−1

and the identity f = σ0 + σ1X(1−X) holds. In addition, we have

deg(σ0),deg(σ1X(1−X)) ≤ N + d+m.

If N + d is odd, using the identities

X = X2 +X(1−X) and 1−X = (1−X)2 +X(1−X),

we take

σ0 =
∑

0≤j≤N+d−1, j even

bj(Y, 1)(1−X)jXN+d−j+1 +
∑

1≤j≤N+d, j odd

bj(Y, 1)(1−X)j+1XN+d−j

and

σ1 =
∑

0≤j≤N+d−1, j even

bj(Y, 1)(1−X)jXN+d−j−1 +
∑

1≤j≤N+d, j odd

bj(Y, 1)(1−X)j−1XN+d−j

and the identity f = σ0 + σ1X(1−X) holds. In addition, we have

deg(σ0),deg(σ1X(1−X)) ≤ N + d+m+ 1.

�
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In Section 3.1 and Section 3.2, under certain hypothesis, we prove the existence and find an upper

bound for N ∈ N0 satisfying the hypothesis of Proposition 15. Then, to obtain the representation (1)

we proceed as follows. If it possible to compute the upper bound, we compute the expansion of the

polynomial (W +X)NF and then we compute the representation of each bj(Y, 1) as a sum of squares

in R[Y ] (see [4]). If it is not possible to compute the upper bound, we pick a value of N and we

proceed by increasing N one by one, we check symbolically at each step if it is the case that bj(Y, 1)

is non-negative on R for every 0 ≤ j ≤ N + d (see [1, Chapter 4] and [8]), and once this condition is

satisfied we compute the representation of each bj(Y, 1) as a sum of squares in R[Y ].

For a homogeneous polynomial

g =
∑

0≤j≤d
cjW

jXd−j ∈ R[W,X]

we note, as in [10],

‖g‖ = max

{
|cj |(
d
j

) | 0 ≤ j ≤ d

}
.

One of the main tools we use is the effective version of Pólya’s Theorem from [10]. In the case

of a homogeneous polynomial g ∈ R[W,X] which is positive on ∆1, this theorem states that after

multiplying for a suitable power of W +X, every coefficient is positive. Since we will need an explicit

positive lower bound for these coefficients, we present in Lemma 16 a slight adaptation of [10, Theorem

1]. We omit its proof since it can be developed exactly as the proof of [10, Theorem 1] with only a

minor modification at the final step.

Lemma 16 Let g ∈ R[W,X] homogeneous of degree d with g > 0 on ∆1 and let λ = min∆1 g > 0.

For 0 ≤ ε < 1, if

N + d ≥ (d− 1)d‖g‖
2(1− ε)λ

,

for 0 ≤ j ≤ N+d the coefficient of W jXN+d−j in (W +X)Ng is greater than or equal to N !(N+d)d

j!(N+d−j)!ελ.

3.1 The case of f positive on the strip

In this section, we study the case of f positive on [0, 1] × R and fully m-ic on [0, 1] and we prove

Theorem 4.

Proposition 17 Let f ∈ R[X,Y ] with f > 0 on [0, 1]× R, f fully m-ic on [0, 1] and

f• = min{f̄(x, y, z) | x ∈ [0, 1], y2 + z2 = 1} > 0.

Then, if

N + d >
(d− 1)d(d+ 1)(m+ 1)‖f‖∞

2f•
,

for every 0 ≤ j ≤ N + d, bj ≥ 0 on C.
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Proof: Since for every (w, x, y, z) ∈ ∆1 × C, F (w, x, y, z) = f̄(x, y, z) we have F ≥ f• on ∆1 × C.

On the other hand, it is easy to see that for (y, z) ∈ C,

‖F (W,X, y, z)‖ ≤ (d+ 1)(m+ 1) max
0≤i≤m
0≤j≤d

{
‖ajiXj(W +X)d−jyizm−i‖

}
≤ (d+ 1)(m+ 1)‖f‖∞.

Using the bound for Polya’s Theorem from [10, Theorem 1], if N ∈ N verifies

N + d >
(d− 1)d(d+ 1)(m+ 1)‖f‖∞

2f•
,

all the coefficients of the polynomial

(W +X)NF (W,X, y, z) =
∑

0≤j≤N+d

bj(y, z)W
jXN+d−j ∈ R[W,X]

are positive. In other words, for 0 ≤ j ≤ N + d, bj ≥ 0 on C as we wanted to prove. �

We deduce easily Theorem 4.

Proof of Theorem 4: By Proposition 17 if N ∈ N is the smallest integer number such that

N + d >
(d− 1)d(d+ 1)(m+ 1)‖f‖∞

2f•
,

then for every 0 ≤ j ≤ N + d, bj ≥ 0 on C. By Proposition 15, we have that f can be written as in

(1) with

deg(σ0),deg(σ1X(1−X)) ≤ N + d+m+ 1.

Since

‖f‖∞ ≥ |a00| = |f(0, 0)| = f(0, 0) = f̄(0, 0, 1) ≥ f•,

we have

deg(σ0),deg(σ1X(1−X)) ≤ N+d+m+1 ≤ (d− 1)d(d+ 1)(m+ 1)‖f‖∞
2f•

+m+2 ≤ d3(m+ 1)‖f‖∞
f•

.

�

3.2 The case of f with a finite number of zeros on the boundary of the strip

Next, we want to relax the hypothesis f > 0 on [0, 1] × R to f ≥ 0 on [0, 1] × R and with a finite

numbers of zeros on the boundary of the strip. Consider

C+ = {(y, z) ∈ R2 | y2 + z2 = 1, z ≥ 0}.

For f non-negative in [0, 1] × R and fully m-ic on [0, 1], it is clear that m is even. Then, since each

bj(Y,Z) ∈ R[Y,Z] is homogeneous of degree m, to prove that bj ≥ 0 on C it is enough to prove

that bj ≥ 0 on C+. The advantage of considering C+ instead of C is simply that under the present
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hypothesis there is a bijection between the zeros of f in [0, 1]×R and the zeros of F in ∆1×C+ given

by

(x, α) 7→ (1− x, x, yα, zα) with (yα, zα) =

(
α√

α2 + 1
,

1√
α2 + 1

)
.

The idea is to consider separately, for each zero (x, α) of f , the polynomial F (W,X, yα, zα) ∈ R[W,X]

and to find Nα ∈ N0 such that (W + X)NαF (W,X, yα, zα) has non-negative coefficients bj(yα, zα).

Then, we show that the same Nα works for (y, z) ∈ C+ close to (yα, zα). Finally, in the rest of C+ we

use compactness arguments.

Proposition 18 Let f ∈ R[X,Y ] with f ≥ 0 on [0, 1] × R, f fully m-ic on [0, 1] and suppose that f

has a finite number of zeros in [0, 1]× R, all of them lying on {0, 1} × R, and ∂f
∂X does not vanish at

any of them. Then, there is N ∈ N0 such that for every 0 ≤ j ≤ N + d, bj ≥ 0 on C.

Proof: For 0 ≤ h ≤ d, we define the polynomials ch ∈ R[Y,Z] as follows:

F =
∑

0≤h≤d
ch(Y,Z)W hXd−h.

Then, for 0 ≤ h ≤ d,

ch(Y,Z) =
∑

0≤i≤m

∑
0≤j≤d−h

aji

(
d− j
h

)
Y iZm−i

is a homogeneous polynomial in R[Y, Z] of degree m, and for (y, z) ∈ C+ we have

|ch(y, z)| ≤ (m+ 1)‖f‖∞
∑

0≤j≤d−h

(
d− j
h

)
= (m+ 1)

(
d+ 1

h+ 1

)
‖f‖∞ (5)

and

‖F (W,X, y, z)‖ ≤ max

{
(m+ 1)

(
d+1
h+1

)(
d
h

) ‖f‖∞ | 0 ≤ h ≤ d

}
≤ (m+ 1)(d+ 1)‖f‖∞. (6)

Now, since along the proof we will consider several values of N , we add the index N to the notation

of polynomials bj in the following way:

(W +X)NF =
∑

0≤j≤N+d

bj,N (Y,Z)W jXN+d−j .

So we need to prove that there is N ∈ N0 such that for every 0 ≤ j ≤ N + d, bj,N ≥ 0 on C+. It is

clear that, for a fixed (y, z) ∈ C+, if N ∈ N0 satisfies that for every 0 ≤ j ≤ N + d, bj,N (y, z) ≥ 0,

then any N ′ ∈ N0 with N ′ ≥ N also satisfies that for every 0 ≤ j ≤ N ′ + d, bj,N ′(y, z) ≥ 0.

For N ∈ N0 and α ∈ R, we have the identities

b0,N (yα, zα) = c0(yα, zα) = F (0, 1, yα, zα) = f̄(1, yα, zα) =
1√

α2 + 1
m f(1, α) (7)

and

bN+d,N (yα, zα) = cd(yα, zα) = F (1, 0, yα, zα) = f̄(0, yα, zα) =
1√

α2 + 1
m f(0, α). (8)
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From (7) and (8) we deduce that for every N ∈ N0, b0,N ≥ 0 on C+ and bN+d,N ≥ 0 on C+. So we

need to prove that there is N ∈ N0 such that for every 1 ≤ j ≤ N + d− 1, bj,N ≥ 0 on C+.

We note

Πf = {α ∈ R | f(x, α) = 0 for some x ∈ {0, 1}} ⊆ R.

We will show first that for each α ∈ Πf there is Nα ∈ N0 such that for 1 ≤ j ≤ Nα+d−1, bj,Nα(yα, zα)

is positive on C+. We consider three cases:

• f(0, α) = 0 and f(1, α) 6= 0:

From (8) we have bN+d,N (yα, zα) = 0 for every N ∈ N0 and also cd(yα, zα) = 0. We consider the

homogeneous polynomial of degree d− 1

F̃α(W,X) =
F (W,X, yα, zα)

X
=

∑
0≤h≤d−1

ch(yα, zα)W hXd−h−1 ∈ R[W,X].

From (5) we deduce that for 0 ≤ h ≤ d− 1,

|ch(yα, zα)|(
d−1
h

) ≤ (m+ 1)

(
d+1
h+1

)(
d−1
h

)‖f‖∞ = (m+ 1)
(d+ 1)d

(h+ 1)(d− h)
‖f‖∞ ≤ (m+ 1)(d+ 1)‖f‖∞

and we have ‖F̃α‖ ≤ (m+ 1)(d+ 1)‖f‖∞.

On the other hand, it is clear that F̃α > 0 on ∆1 − {(1, 0)} and, in addition,

F̃α(1, 0) =
∂F (1, 0, yα, zα)

∂X
=

1√
α2 + 1

m
∂f

∂X
(0, α) > 0

therefore F̃α(1, 0) > 0. We note

λα = min
∆1

F̃α > 0.

By Lemma 16 with ε = 1/2, if Nα ∈ N0 satisfies

Nα + d− 1 ≥ (d− 2)(d− 1)(d+ 1)(m+ 1)‖f‖∞
λα

and

(W +X)NαF̃α =
∑

0≤j≤Nα+d−1

cjW
jXNα+d−1−j ,

for 0 ≤ j ≤ Nα + d− 1 we have

cj ≥
Nα!(Nα + d− 1)d−1

j!(Nα + d− 1− j)!
λα
2
.

But since ∑
0≤j≤Nα+d−1

cjW
jXNα+d−j = (W +X)NαXF̃α =
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= (W +X)NαF (W,X, yα, zα) =
∑

0≤j≤Nα+d−1

bj,Nα(yα, zα)W jXNα+d−j

we conclude that for 0 ≤ j ≤ Nα + d− 1,

bj,Nα(yα, zα) = cj ≥
Nα!(Nα + d− 1)d−1

j!(Nα + d− 1− j)!
λα
2
.

• f(0, α) 6= 0 and f(1, α) = 0:

From (7) we have b0,N (yα, zα) = 0 for every N ∈ N0 and also c0(yα, zα) = 0. We consider the

homogeneous polynomial of degree d− 1

F̃α(W,X) =
F (W,X, yα, zα)

W
=
∑

1≤h≤d
ch(yα, zα)W h−1Xd−h ∈ R[W,X].

Then, proceeding similarly to the previous case we prove ‖F̃α‖ ≤ 1
2(m+ 1)d(d+ 1)‖f‖∞. More-

over, since F̃α > 0 on ∆1 − {(0, 1)} and

F̃α(0, 1) =
∂F (0, 1, yα, zα)

∂W
= − 1√

α2 + 1
m
∂f

∂X
(1, α) > 0

we have that F̃α(1, 0) > 0 and we note

λα = min
∆1

F̃α > 0.

Finally, using Lemma 16 with ε = 1/2, we conclude that if Nα ∈ N0 satisfies

Nα + d− 1 ≥ (d− 2)(d− 1)d(d+ 1)(m+ 1)‖f‖∞
2λα

,

for 1 ≤ j ≤ Nα + d,

bj,Nα(yα, zα) ≥ Nα!(Nα + d− 1)d−1

(j − 1)!(Nα + d− j)!
λα
2
.

• f(0, α) = 0 and f(1, α) = 0:

From (7) and (8) we have b0,N (yα, zα) = bN+d,N (yα, zα) = 0 for every N ∈ N0 and also

c0(yα, zα) = cd(yα, zα) = 0. We consider the homogeneous polynomial of degree d− 2

F̃α(W,X) =
F (W,X, yα, zα)

WX
=

∑
1≤h≤d−1

ch(yα, zα)W h−1Xd−h−1 ∈ R[W,X].

Then, proceeding similarly to the previous cases we prove again ‖F̃α‖ ≤ 1
2(m+ 1)d(d+ 1)‖f‖∞.

We note

λα = min
∆1

F̃α > 0.

Finally, using Lemma 16 with ε = 1/2, we conclude that if Nα ∈ N0 satisfies

Nα + d− 2 ≥ (d− 3)(d− 2)d(d+ 1)(m+ 1)‖f‖∞
2λα

,

for 1 ≤ j ≤ Nα + d− 1,

bj,Nα(yα, zα) ≥ Nα!(Nα + d− 2)d−2

(j − 1)!(Nα + d− 1− j)!
λα
2
.
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Now, our next goal is to compute a radios rα > 0 around each (yα, zα) so that for (y, z) ∈ C+ with

‖(y, z)− (yα, zα)‖ ≤ rα, for 1 ≤ j ≤ Nα + d− 1, we have bj,Nα(y, z) ≥ 0. First, we do some auxiliary

computations.

For 0 ≤ h ≤ d and (y, z) ∈ R2 with y2 + z2 ≤ 1 we have

‖∇ch(y, z)‖ ≤
∣∣∣∣∂ch∂Y

(y, z)

∣∣∣∣+

∣∣∣∣∂ch∂Z (y, z)

∣∣∣∣
≤

∑
1≤i≤m

∑
0≤j≤d−h

|aji|
(
d− j
h

)
i+

∑
0≤i≤m−1

∑
0≤j≤d−h

|aji|
(
d− j
h

)
(m− i)

≤ m(m+ 1)

(
d+ 1

h+ 1

)
‖f‖∞

≤ m(m+ 1)(d+ 1)

(
d

h

)
‖f‖∞.

Then, for (y, z) ∈ C+,

|ch(y, z)− ch(yα, zα)| ≤ m(m+ 1)(d+ 1)

(
d

h

)
‖f‖∞‖(y, z)− (yα, zα)‖.

We introduce now some notation following [10]. For t ∈ R, m ∈ N0 and a variable U ,

(U)mt := U(U − t)(U − 2t) · · · (U − (m− 1)t) =
∏

0≤i≤m−1

(U − it) ∈ R[U ].

Also, for t ∈ R
Ft(W,X, Y, Z) =

∑
0≤h≤d

ch(Y,Z)(W )ht (X)d−ht .

By [10, (4)], for N ∈ N0 and 0 ≤ j ≤ N + d we have

bj,N (y, z) =
N !(N + d)d

j!(N + d− j)!
F 1
N+d

(
j

N + d
,
N + d− j
N + d

, y, z

)
.

Then, using the Vandermonde-Chu identity (see [10, (6)]), for (y, z) ∈ C+ we have∣∣∣∣F 1
N+d

(
j

N + d
,
N + d− j
N + d

, y, z

)
− F 1

N+d

(
j

N + d
,
N + d− j
N + d

, yα, zα

)∣∣∣∣
≤
∑

0≤h≤d
|ch(y, z)− ch(yα, zα)|

(
j

N + d

)h
1

N+d

(
N + d− j
N + d

)d−h
1

N+d

≤ m(m+ 1)(d+ 1)‖f‖∞‖(y, z)− (yα, zα)‖

 ∑
0≤h≤d

(
d

h

)(
j

N + d

)h
1

N+d

(
N + d− j
N + d

)d−h
1

N+d


= m(m+ 1)(d+ 1)‖f‖∞‖(y, z)− (yα, zα)‖(1)d 1

N+d

≤ m(m+ 1)(d+ 1)‖f‖∞‖(y, z)− (yα, zα)‖.
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Consider α ∈ Πf . If f(0, α) = 0 and f(1, α) 6= 0 we take

rα =
λα(Nα + d− 1)d−1

2(Nα + d)dm(m+ 1)(d+ 1)‖f‖∞
.

Then, for (y, z) ∈ C+ with ‖(y, z)− (yα, zα)‖ ≤ rα and 1 ≤ j ≤ Nα + d− 1 we have

bj,N (y, z) = bj,N (yα, zα) + bj,N (y, z)− bj,N (yα, zα)

≥ Nα!(Nα + d− 1)d−1

j!(Nα + d− 1− j)!
λα
2
− Nα!(Nα + d)d

j!(Nα + d− j)!
m(m+ 1)(d+ 1)‖f‖∞rα

≥ 0.

If f(0, α) 6= 0 and f(1, α) = 0 we take again

rα =
λα(Nα + d− 1)d−1

2(Nα + d)dm(m+ 1)(d+ 1)‖f‖∞

and if f(0, α) 6= 0 and f(1, α) = 0 we take

rα =
λα(Nα + d− 2)d−2

2(Nα + d)dm(m+ 1)(d+ 1)‖f‖∞

and in both cases we proceed in a similar way.

Now, consider K ⊆ C+ defined by

K = {(y, z) ∈ C+ : ‖(y, z)− (yα, zα)‖ ≥ rα for all α ∈ Πf} .

Since K is compact and λK = min∆1×K F > 0, by [10, Theorem 1] using (6), if

N + d >
(d− 1)d(d+ 1)(m+ 1)‖f‖∞

2λK
,

for 0 ≤ j ≤ N + d, bj,N (y, z) ≥ 0 for every (y, z) ∈ K.

Finally, if N ∈ N,

N = max

{⌊(d− 1)d(d+ 1)(m+ 1)‖f‖∞
2λK

⌋
− d+ 1, max {Nα |α ∈ Πf}

}
,

we conclude that for 0 ≤ j ≤ N + d, bj,N ≥ 0 on C+. �

From Proposition 15 and Proposition 18 we deduce the following result.

Theorem 19 Let f ∈ R[X,Y ] with f ≥ 0 on [0, 1]× R, f fully m-ic on [0, 1] and suppose that f has

a finite number of zeros in [0, 1]× R, all of them lying on {0, 1} × R, and ∂f
∂X does not vanish at any

of them. Then, for N ∈ N0 as in Proposition 18, f can be written as in (1) with

deg(σ0),deg(σ1X(1−X)) ≤ N + d+m+ 1.
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We conclude with an example of a polynomial f ∈ R[X,Y ] with f ≥ 0 on [0, 1] × R, f fully m-ic on

[0, 1], with only one zero in [0, 1] × R lying on {0, 1} × R but ∂f
∂X vanishing at it, and such that f

does not admit a value of N ∈ N0 as in Proposition 15. Note that in this example, f is itself a sum

of squares, so the representation as in (1) is already given; nevertheless, our purpose is to show that

there is no hope of applying the method underlying Proposition 15 in full generality.

Example 20 Let

f(X,Y ) = (Y 2 −X)2 +X2 = Y 4 − 2XY 2 + 2X2.

Then

F (W,X, Y, Z) = (W +X)2Y 4 − 2X(W +X)Y 2Z2 + 2X2Z4.

and for N ∈ N,

(W +X)NF (W,X, Y, Z) = Y 4WN+2 + Y 2
(
(N + 2)Y 2 − 2Z2

)
WN+1X + . . .

It is easy to see that it does not exist N ∈ N0 such that

bN+1(Y,Z) = Y 2
(
(N + 2)Y 2 − 2Z2

)
is non-negative on C.

Acknowledgments: We want to thank the anonymous referee for her/his helpful suggestions.
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