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Abstract. In this paper, our primary objective is to develop the peridynamic
fractional Sobolev space and establish novel BBM-type results associated with it.
We also address the peridynamic fractional anisotropic p−Laplacian. A secondary
objective is to explore anisotropic fractional Sobolev spaces with variable expo-
nents, where we also derive new BBM-type results. Additionally, we address the
eigenvalue problem in the isotropic case.

1. Introduction

Given a measurable function u on RN , and an index vector −→p = (p1, p2, . . . , pN),
where 1 ≤ pj ≤ ∞ for each j, we can calculate the numbers ‖u‖−→p by first calculating
the Lp1-norm of u (x1, . . . , xN) with respect to x1, and then the Lp2-norm of the result
with respect to x2, and so on finishing with the LpN -norm with respect to xN :

‖u‖−→p =
∥∥∥· · · ∥∥‖u‖Lp1 (dx1)

∥∥
Lp2 (dx2)

· · ·
∥∥∥
LpN (dxN )

where

‖f‖Lp(dt) =


(∫ ∞
−∞
|f(. . . , t, . . .)|pdt

)1/p

if 1 < p <∞

ess sup
t
|f(. . . , t, . . .)| if p =∞.

If all the numbers pj are finite, then

‖u‖−→p =

∫ ∞
−∞

. . .

(∫ ∞
−∞

(∫ ∞
−∞
|u (x1, . . . , xn)|p1 dx1

)p2/p1

dx2

)p3/p2

. . . dxN

1/pN

.

We will denote by L
−→p = L

−→p (RN
)

the Banach space of set of functions u for which
‖u‖−→p < ∞, where equivalence classes of almost everywhere equal. We refer to

Benedek and Panzone [2] for general information on spaces L
−→p .

We define the anisotropic Sobolev space as the class of function u in L
−→p whose

partial derivatives ∂iu are elements of Lpi , see [1] and references therein for more
details.
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2 SABRI BAHROUNI, J. FERNÁNDEZ BONDER, I. CERESA DUSSEL, AND O. MIYAGAKI

This type of anisotropy led to two possible generalizations: one for Sobolev spaces
with a variable exponent and the other for fractional Sobolev spaces.
For Sobolev spaces with a variable exponent, variational problems have been exten-
sively studied, with a particular focus on the isotropic variable exponent Sobolev
spaces, as detailed in [7, 8, 9, 10]. In [3], Fan carried out a systematic investigation
of anisotropic variable exponent Sobolev spaces, providing an important theoretical
framework for studying anisotropic and parabolic equations involving the operator

−∆−→p (x)u := −
∑N

i=1 ∂i

(
|∂iu|pi(x)−2 ∂iu

)
, (see [4, 5, 6]).

While variable exponent Sobolev spaces extend the classical theory by allowing the
integrability order to vary, the fractional framework further generalizes this concept
by using non-integer orders of differentiability, leading to a richer and more nuanced
analysis of function spaces. Fractional order Sobolev spaces have gained significant
attention recently, particularly following the influential papers [11] and [12]. In the
seminal paper [13], Bourgain, Brezis and Mironescu proved that for any smooth
bounded domain Ω ⊂ RN , u ∈ W 1,p(Ω), 1 ≤ p < ∞, the well-known fractional
Gagliardo seminorm recovers its local counterpart as s goes to 1, in the sense that

lim
s↑1

(1− s)
∫∫

Ω×Ω

|u(x)− u(y)|p

|x− y|N+sp
dxdy = K(N, p)

∫
Ω

|∇u|pdx,

where the constant K(N, p) is defined as

K(N, p) =
1

p

∫
SN−1

|ω · h|pdHN−1(h).

Here SN−1 ⊂ RN denotes the unit sphere, HN−1 is the (N−1)-dimensional Hausdorff
measure and ω is an arbitrary unit vector of RN . See [14] for a survey on this and
related results.
In [17], the authors studied the fractional anisotropic Sobolev space, where they con-
sidered different fractional regularity and integrability in each coordinate direction.
They introduced N different fractional parameters s1, · · · , sN and N different inte-
grability parameters p1, · · · , pN , defining a space of functions u(x) = u(x1, · · · , xN)
such that ∫

RN

∫
R

|u(x+ hei)− u(x)|pi
|h|1+sipi

dhdx <∞ for i = 1, · · · , N.

A Bourgain-Brezis-Mironescu (BBM) type result for an energy functional strongly
related to the fractional anisotropic p−Laplacian has been recently proven in [15].

One of the primary goals of this paper is, based on [27, 28], to study the peridynamic
problem associated with the fractional anisotropic p-Laplacian. Peridynamics is
distinguished by its nonlocality, which allows points separated by a positive distance
to exert forces on each other. This feature sets peridynamics apart from classical
theories that rely on gradients. As a result, peridynamics is particularly effective
for addressing problems involving discontinuities, such as fractures, dislocations,
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or multi-scale materials. Hence, for a given real number δ > 0, 0 < s < 1, and
1 < p <∞, we will analyze the behavior when δ → 0 of the functional of the form

(1) [u]is,p,δ =

∫
RN

∫
|h|≤δ

|u(x+ hei)− u(x)|p

|h|1+sp
dh dx,

and the associated nonlocal operator, namely

(−∆p)
s
δu(x) = p.v.

∫
|h|≤δ

|u(x+ hei)− u(x)|p−2(u(x+ hei)− u(x))

|h|1+sp
dh.

It can be seen as a peridynamic fractional anisotropic p-laplacian because (−∆p)
s
δ

represents a truncation of the fractional anisotropic p-laplacian analyzed in the pa-
per [15].

Recently, a novel category of fractional Sobolev spaces with variable exponents,
denoted as W s,p̄,p(.,.)(Ω), was introduced by U. Kaufmann et al. [18]. Initially
proposed in their work, this framework has subsequently undergone refinement in
[19], where it is precisely defined as

W s,p̄,p(.,.)(Ω) =

{
u ∈ Lp̄(Ω) :

∫
Ω

∫
Ω

|u(x)− u(y)|p(x,y)

|x− y|N+sp(x,y)
dxdy <∞

}
,

where Ω is an open subset of RN (N ≥ 2), s ∈ (0, 1), p̄(x) = p(x, x) and p satisfying

(P)
p ∈ C

(
RN × RN , (1 +∞)

)
,

p(x, y) = p(y, x) for all x, y ∈ RN .

A second goal of this paper is to explore the anisotropic properties of fractional
Sobolev spaces with variable exponents, which will be discussed in Section 4.

Definition 1.1. Given i = 1, · · · , N, p0 ∈ C
(
RN , (1 +∞)

)
, Ω an open subset of

RN , and pi satisfying (P). Let ~s = (s1, · · · , sN), and ~p(·, ·) = (p1(·, ·), · · · , pN(·, ·)).
We introduce the anisotropic fractional Sobolev spaces with variable exponentW

~s,~p(·,·)
p0 (Ω)

as

W ~s,~p(·,·)
p0

(RN) =

{
u ∈ Lp0(RN) :

N∑
i=1

Jsi,pi(u) <∞

}
,

equipped with the norm

‖u‖~s,p0,~p = ‖u‖p0 +
N∑
i=1

[u]si,pi ,

where

Jsi,pi(u) =

∫
RN

∫
R

|u(x+ hei)− u(x)|pi(x,x+hei)

|h|1+sipi(x,x+hei)
dhdx,

and

[u]si,pi = inf
{
λ > 0 : Jsi,pi

(u
λ

)
) ≤ 1

}
.
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The rest of the paper is organized as follows: Section 2 is a preliminary section to
establish the notation. In Section 3, we address the Peridynamics case. In Section 4,
we cover the anisotropic variable case. Note that in the last section, we sometimes
do not specify the exponent as variable in the notations if it is clear from the context.

2. Preliminaries

In this section, we briefly review the definitions and list some basic properties of
the Lebesgue spaces with variable exponent and the fractional Sobolev spaces with
variable exponent.

2.1. Variable exponent Lebesgue spaces. Let Ω be a Lipschitz domain in RN

and r ∈ C+(Ω). We define the variable exponent Lebesgue space

Lr(·)(Ω) :=

{
u : Ω→ R, measurable and

∫
Ω

|u(x)|r(x)dx <∞
}
,

endowed with the Luxemburg norm

‖u‖r,Ω := inf

{
λ > 0 :

∫
Ω

∣∣∣∣u(x)

λ

∣∣∣∣r(x)
dx

r(x)
≤ 1

}
.

In the Luxemburg norm definition, we used dx
r(x)

, recognizing that this choice is in-

consequential; it remains equivalent to using dx alone and streamlines the equations
slightly. When there is no confusion we shall often write ‖ · ‖r instead of ‖ · ‖r,Ω.
Some basic properties of Lr(x)(Ω) are listed in the following two propositions.

Proposition 2.1 ([9, 10]). The space Lr(·)(Ω) is a separable, uniformly convex Ba-

nach space and its dual space is Lr
′
(·)(Ω), where 1

r(x)
+ 1

r′ (x)
= 1. Furthermore, for

any u ∈ Lr(·)(Ω) and v ∈ Lr
′
(x)(Ω), we have∣∣∣∣ ∫

Ω

uv dx

∣∣∣∣ ≤ 2‖u‖r,Ω‖v‖r′ ,Ω.

Proposition 2.2 ([9]). Define the modular ρr : Lr(·)(Ω)→ R by

ρr(u) :=

∫
Ω

|u|r(x)dx, for all u ∈ Lr(·)(Ω).

Then, we have the following relations between norm and modular.

(i) u ∈ Lr(·)(Ω) \ {0} if and only if ρr
(

u
‖u‖r,Ω

)
= 1.

(ii) ρr(u) > 1 (= 1, < 1) if and only if ‖u‖r,Ω > 1, (= 1, < 1), respectively.
(iii) If ‖u‖r,Ω > 1, then ‖u‖r−r,Ω ≤ ρr(u) ≤ ‖u‖r+r,Ω.

(iv) If ‖u‖r,Ω < 1, then ‖u‖r+r,Ω ≤ ρr(u) ≤ ‖u‖r−r,Ω.

(v) For a sequence (un) ⊂ Lr(·)(Ω) and u ∈ Lr(x)(Ω), we have

lim
n→+∞

‖un − u‖r,Ω = 0 if and only if lim
n→+∞

ρr(un − u) = 0.
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2.2. Fractional Sobolev spaces with variable exponents. Let s ∈ (0, 1) and
p ∈ C(Ω×Ω) be such that p is symmetric, i.e., p(x, y) = p(y, x) for all x, y ∈ Ω and

1 < p−(Ω) := inf
(x,y)∈Ω×Ω

p(x, y) ≤ p+(Ω) := sup
(x,y)∈Ω×Ω

p(x, y) < +∞.

Let p̄(x) = p(x, x), then p̄ ∈ C+(Ω), and we define

W s,p̄,p(.,.)(Ω) =

{
u ∈ Lp̄(x)(Ω) :

∫
Ω

∫
Ω

|u(x)− u(y)|p(x,y)

|x− y|N+sp(x,y)
dxdy <∞

}
,

and for u ∈ W s,p̄,p(.,.)(Ω), set

[u]s,p(.,.),Ω = inf

{
λ > 0 : ρp(.,.)

(
u

λ

)
< 1

}
,

where

ρp(.,.)(u) =

∫
Ω

∫
Ω

|u(x)− u(y)|p(x,y)

|x− y|N+sp̃(x,y)

dxdy

p(x, y)
.

Then, W s,p̄,p(.,.)(Ω) endowed with the norm

‖u‖s,p̄,p,Ω := ‖u‖p̄,Ω + [u]s,p(.,.),Ω,

is a separable and reflexive Banach space (see [18, 21, 22]).

Theorem 2.3. ([19]) Assume that sp+(Ω) < N. Then, it holds that

(1) the embedding W s,p̄,p(.,.)(RN) ↪→ Lr(x)(RN) is continuous for any r ∈ C+(RN)

satisfying p(x) ≤ r(x)� p∗s := Np(x,x)
N−sp(x,x)

for all x ∈ RN .

(2) if Ω is bounded, then the embedding W s,p(.),p(.,.)(Ω) ↪→↪→ Lr(x)(Ω) is compact
for any r ∈ C+(Ω) satisfying r(x) < p∗s for all x ∈ Ω.

Invoking the continuity of p on Ω̄ × Ω̄ we extend p to RN × RN by using Tietze
extension theorem, such that

(P) 1 < inf
(x,y)∈RN×RN

p(x, y) ≤ sup
(x,y)∈RN×RN

p(x, y) <
N

s
.

We now define the following space:

X =
{
u ∈ W s,p̄,p(·,·) (RN

)
: u = 0 on Ωc

}
endowed with norm

‖u‖X = [u]s,p(·,·),RN ,

where W s,p̄,p(·,·) (RN
)

and [u]s,p(·,·)RN are defined in the same ways as W s,p̄,p(·,·)(Ω) and

[u]s,p(·,·),Ω with Ω replaced by RN . Obviously, X is a closed subspace ofW s,p̄,p(·,·) (RN
)

and hence, (X, ‖ · ‖X) is a reflexive and separable Banach space.
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Lemma 2.4. The functional ρp(.,.) : X → R defined by

ρp(.,.)(u) =

∫
RN

∫
RN

|u(x)− u(y)|p(x,y)

|x− y|N+sp(x,y)

dxdy

p(x, y)
,

has the following properties:

(i) for α > 0, ‖u‖X = (>,<)α if and only if ρp(.,.)
(
u
α

)
= (>,<)1,

(ii) if ‖u‖X > 1, then ‖u‖p
−

X ≤ ρp(.,.)(u) ≤ ‖u‖p
+

X ,

(iii) if ‖u‖X < 1, then ‖u‖p
+

X ≤ ρp(.,.)(u) ≤ ‖u‖p
−

X .

Theorem 2.5 ([23]). Let Ω ⊂ RN be a bounded Lipschitz domain and let s ∈ (0, 1).
Let p ∈ C

(
RN × RN

)
satisfy (P). Then, for any r ∈ C(Ω̄) satisfying

(R) r(x) < p∗s for all x ∈ Ω,

there exists a constant C > 0 such that

(2) ‖u‖r,Ω ≤ C‖u‖X , ∀ u ∈ X.

Moreover, the embedding X ↪→ Lr(.)(Ω) is compact.

3. Peridynamics

In this section we will developed the theory for the peridynamic fractional anisotropic
Sobolev space and the peridynamic fractional anisotropic p-laplacian.

3.1. Peridynamic fractional anisotropic Sobolev space. Given a real number
δ > 0, 0 < s < 1 and 1 < p < ∞. We will analyze, the behavior as δ → 0 of
functional of the form

(3) [u]is,p,δ =

∫
Rn

∫
|h|≤δ

|u(x+ hei)− u(x)|p

|h|1+sp
dh dx.

First, we need to define an appropriate functional space to work within; therefore,
we introduce the anisotropic peridynamical Sobolev space as follows:

(4) W s,p,δ
i (Rn) : = {u ∈ Lp(Rn), such that [u]is,p,δ <∞}.

This space is endowed with the norm

‖u‖is,p,δ =
(
[u]is,p,δ

) 1
p + ‖u‖p,

is a reflexive and separeble Banach space.
Now, in order to control every variable, we proceed as follows. Let ~s = (s1, . . . , sn),

~p = (p1, . . . , pn) and ~δ = {δ1, . . . , δn} with si ∈ (0, 1], pi ∈ (1,∞) and δi > 0 for
i = 1, . . . , n. Then define

W ~s,~p,~δ(Rn) =
n⋂
i=1

W si,pi,δi
i (Rn).
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This anisotropic Sobolev space is then a separable and reflexive Banach space with
norm

‖u‖~s,~p,~δ =
n∑
i=1

‖u‖isi,pi,δi .

Observe that the case when each δi tends to infinity corresponds to the Sobolev
space studied in [17]. In that paper, the authors define the quantities

~s =

(
1

n

n∑
i=1

1

si

)−1

, ~s~p =

(
1

n

n∑
i=1

1

sipi

)−1

.

Then, assuming that ~s~p < n the following critical Sobolev exponent is introduced

(5) ~p~s
∗ = ~p ∗ =

n~s~p/~s

n− ~s~p
.

The following theorem is a straightforward adaptation of Theorem 1.1 of [17] and
the proof is omitted.

Theorem 3.1. Let s1, . . . , sn ∈ [s0, 1) for some s0 ∈ (0, 1) and p1, . . . , pn > 1 be

such that ~s~p < n. Then W ~s,~p,~δ(Rn) ⊂⊂ Lploc(Rn) for every 1 ≤ p < ~p ∗. Moreover,

W ~s,~p,~δ(Rn) ⊂ Lploc(Rn) continuously for every 1 ≤ p ≤ ~p ∗.

3.2. BBM-type results for W s,p,δ
i (Rn). Let us start by revising several classical

lemmas to establish the BBM-type results.
In the rest of this section we will use the following notation Di(u)(x) = |u(x+hei)−
u(x)|.

Lemma 3.2. Let u ∈ W 1,p
i (RN). Therefore the following estimate holds

[u]is,p,δ ≤ 2
δp(1−s)

p(1− s)
‖∂iu‖pp .

Proof. Given u ∈ C1
c (RN) it is a well known fact that∫

RN

|Di(u)(x)|p dx ≤ |h|p‖∂iu‖pp,

then ∫
|h|<δ

∫
RN

|Di(u, x)|p

|h|1+sp
dxdh =

∫
|h|<δ

1

|h|1+sp

(∫
RN

|Di(u)(x)|p dx
)
dh

≤ ‖∂iu‖pp 2

∫ δ

0

hp

|h|1+sp
dh

= 2
δp(1−s)

p(1− s)
‖∂iu‖pp .

We conclude the proof using the density of smooth functions with compact support
in W 1,p

i (RN). �
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The next lemma shows that the functional [·]is,p,δ decreases when one regularizes a
function u with a standard mollifier and shows the behavior with respect to trunca-
tions. The proof is in [15, Lemma 2.3].

Lemma 3.3. On one hand, let u ∈ Lp(RN), ρε is the standard mollifier, then
uε = ρε ∗ u verifies

[uε]
i
s,p,δ ≤ [u]is,p,δ

for every ε > 0.
On the other hand, given η ∈ C1

c (RN) be such that η = 1 on B1, η = 0 on Bc
2,

0 ≤ η ≤ 1 and ‖∇η‖∞ ≤ 2. Given k ∈ N, we define ηk(x) = η(x/k) . If uk = ηku
is the truncation of u by ηk, then

[uk]
i
s,p,δ ≤ 2p−1[u]is,p,δ +

22pδp(1−s)

kpp(1− s)
‖u‖pp.

The following theorems are the main important in this section.

Theorem 3.4. Let u ∈ C2
c (RN), 0 < s < 1, and δ > 0. Then

(6) lim
δ→0

1

δp(1−s)
[u]is,p,δ =

2

p(1− s)
‖∂iu‖p.

Proof. From the well-known estimate for smooth functions

(7)

∣∣∣∣ |Di(u)(x)|p

|h|p
− |∂iu|p

∣∣∣∣ ≤ C|h|,

where C depends of the smoothness of u, we get that∫
|h|<δ

∣∣∣∣ |Di(u)(x)|p

|h|1+sp
− |∂iu|p

|h|1+p(s−1)

∣∣∣∣ dh ≤ 2Cδp(1−s)+1

p(1− s) + 1
.

Hence, when δ → 0 we conclude that

lim
δ→0

∫
|h|<δ

|Di(u)(x)|p

|h|1+sp
dh = lim

δ→0

∫
|h|<δ

|∂iu|p

|h|1+p(s−1)
dh = lim

δ→0
2|∂iu|p

δp(1−s)

p(1− s)
.

Therefore

lim
δ→0

1

δp(1−s)

∫
|h|<δ

|Di(u)(x)|p

|h|1+sp
dh =

2|∂iu|p

p(1− s)
.

To end the proof we need to find an integrable majorant for

Fδ(x) =

∫
|h|<δ

|Di(u)(x)|p

|h|1+sp
dh.

Then since u ∈ C2
0(RN), there exists R > δ > 0 such that supp(u) ⊂ QR, where

QR = [−R,R]n. If |xi| ≤ 2R

(8) |Fδ(x)| =
∫
|h|<δ

|u(x+ hei)− u(x)|p

|h|1+sp
dh ≤ ‖∂iu||p∞

δp(1−s)

p(1− s)
,
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δp(s−1)
Fδ(x)

∣∣∣∣ ≤ CχQ2R
(x),

where C is a constant depending of p,R and s. Finally if |xi| > 2R, Fδ(x) = 0.
Hence by Lebesgue’s Dominated Convergence Theorem

(9) lim
δ→0

1

δp(1−s)
[u]is,p,δ =

2

p(1− s)
‖∂iu‖p

for all u ∈ C2
c (RN). �

Remark 3.5. From equation (7) the convergence in (27) is uniform on bounded
subset of C2(Ωε).

Theorem 3.6. Let u ∈ Lp(RN), 0 < s < 1, and δ > 0. Then

lim
δ→0

1

δp(1−s)
[u]is,p,δ =

2

p(1− s)
‖∂iu‖p.

Proof. On the one hand, let u ∈ W 1,p
i (RN), s ∈ (0, 1), p ∈ (1,∞), and δ > 0 . Take

a sequence {uk}k∈N ⊂ C2
0(RN) such that uk → u in Lp(RN) and ∂iuk → ∂iu in

Lp(RN). Then∣∣∣∣ 1

δp(1−s)
[u]is,p,δ −

2

p(1− s)
‖∂iu‖p

∣∣∣∣ ≤ δ(s−1)
∣∣[u]is,p,δ − [uk]

i
s,p,δ

∣∣
+

∣∣∣∣ 1

δp(1−s)
[uk]

i
s,p,δ −

2

p(1− s)
‖∂iuk‖p

∣∣∣∣
+

2

p(1− s)
|‖(uk)xi‖p − ‖uxi‖p|

= I + II + III.

Note that [·]is,p,δ is a seminorm, which means it satisfies the triangle inequality.
Therefore by Lemma 3.2, we have

I ≤ δ(s−1)[uk − u]is,p,δ ≤ C(p, s)‖∂iuk − ∂iu‖p,
which converges to zero if k → ∞, uniformly in δ. The third term is bounded
similarly, and the second term follows as a consequence of Theorem 3.4.
On the other hand, given u ∈ Lp(RN) and assume that

(10) lim inf
δ→0

1

δp(1−s)
[u]is,p,δ <∞.

Let uk,ε ⊂ C∞0 (RN) be given by

uk,ε = ρε ∗ (uηk),

and applying Lemma 3.3 together with (10), we obtain

lim inf
δ→0

1

δp(1−s)
[uk,ε]

i
s,p,δ < C,
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where C is independent from k and ε > 0.
Next, for any fixed k and ε, we apply Theorem 3.4 and obtain

C ≥ lim
δ→0

1

δp(1−s)
[uk,ε]

i
s,p,δ =

2

p(1− s)
‖∂iuk,ε‖p.

Hence, there exist a subsequence uj = {ukj ,εj} ⊂ {uk,ε} such that ∂iuj ⇀ ∂iu weakly

in Lp(RN). Thus u ∈ W 1,p
i (RN). This completes the proof of the Theorem. �

Finally, we are interested in proving the sequence case.

Theorem 3.7. Let δk → 0 and {uk}k∈N ⊂ Lp(RN) is a sequence such that

sup
k
‖uk‖p <∞, uk → u in Lploc(R

N) and sup
k

[uk]s,p,δk <∞.

Then
2

p(1− s)
‖∂iu‖p ≤ lim inf

δk→0

1

δ
p(1−s)
k

[uk]
i
s,p,δk

.

Proof. Based on Remark 3.5, we can apply Ponce’s method [29]. Let ε > 0 and
R > 0 be fixed. From Lemma 3.3 we get that

[uk]
i
s,p,δk

≥ [uk,ε]
i
s,p,δk

≥
∫
BR(0)

∫
|h|≤δk

|uk,ε(x+ hei)− uk,ε(x)|p

|h|1+sp
dh dx.

For each ε fixed we have that uk,ε → uε in C2(BR(0)). From Remark 3.5 we get that

1

δ
p(1−s)
k

∫
BR(0)

∫
|h|≤δk

|uk,ε(x+ hei)− uk,ε(x)|p

|h|1+sp
dh dx→ 2

p(1− s)

∫
BR(0)

|∂iuε|p dx

as k →∞. Therefore,

lim inf
δk→0

1

δ
p(1−s)
k

[uk]
i
s,p,δk

≥ 2

p(1− s)

∫
BR(0)

|(∂iu)ε|p dx.

Taking ε→ 0 and R→∞, we get the desired result. �

3.3. Applications. In most applications, what turns out to be more useful than
the norm or semi-norms are the energy functionals

J iδ(u) : =
1

δp(1−s)
[u]is,p,δ and J i(u) : =

2

p(1− s)
‖uxi‖pp.

Observe that we avoid using the notation J is,p,δ(u) because it would be cumbersome.
However, the reader should understand that the functional also depends on p and s.
Theorems 3.6 and 3.7 immediately imply

J iδ(u)
Γ−→ J i0(u)

as δ → 0 in Lp(Ω) for every Ω ⊂ RN bounded. Just observe that Theorem 3.7 is
exactly the lim-inf inequality and for the lim sup inequality one just has to take the
constant sequence uk = u as a recovery sequence and apply Theorem 3.6.
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Now, given ~p = (p1, . . . , pn) and ~s = (s1, . . . , sn), si ∈ (0, 1) and ~δ = (δ1, . . . , δn) We
define the functional

J~δ(u) =
n∑
i=1

J iδi(u).

In the context of the application, establishing the Gamma-convergence of the entire
functional is crucial. The following corollary ensures this.

Corollary 3.8. Let ~p = (p1, . . . , pn) and ~s = (s1, . . . , sn) with pi ∈ (1,∞) and
si ∈ (0, 1) for every i = 1, . . . , n. Let δki → 0 as k → ∞ for i = 1, . . . , j and let

δk = (δk1 , . . . , δ
k
j , δj+1, . . . , δn). Let ~δ0 = (0, . . . , 0︸ ︷︷ ︸

j

, δj+1, . . . , δn). Then J~δk Gamma

converges to J~δ0 in Lpmax(Ω) for any Ω ⊂ Rn bounded.

Proof. The lim inf inequality for J ~δk follows from the lim inf inequality for every J i
δki

(i = 1, . . . , j) and the continuity of J iδi for i = j + 1, . . . , n.
The lim sup inequality follows since the constant sequence uk = u is a recovery
sequence for every J i

δki
, i = 1, . . . , j. �

3.3.1. Peridynamic fractional anisotropic p-laplacian. In this subsection, we will
show the variational nature of the problem by defining the Euler-Lagrange equation
for the functionals.

Definition 3.9. Let Ω ⊂ Rn be a bounded open subset. Then we define the
anisotropic Sobolev space of functions vanishing at the boundary as

W ~s,~p,~δ
0 (Ω) = {u ∈ W ~s,~p,~δ(Rn) : u|Ωc = 0},

W si,pi,δi
i,0 (Ω) = {u ∈ W si,pi,δi

i (Rn) : u|Ωc = 0}.

The topological dual spaces ofW ~s,~p,~δ
0 (Ω) andW si,pi,δi

i,0 (Ω) will be denoted byW−~s,~p′,~δ(Ω)

and W
−si,p′i,δi
i (Ω) respectively.

Now, it is easy to see that the functionals J iδi are Fréchet differentiable for ev-
ery i = 1, . . . , n, every s ∈ (0, 1], δi > 0 and every p ∈ (1,∞). Even more

(J iδi)
′ : W si,pi,δi

i,0 (Ω)→ W
−si,p′i,δi
i (Ω) is continuous and is given by

〈(J iδi)
′(u), v〉 =

p

δp(1−s)

∫
Rn

∫
|h|≤δ

|Di(u)(x)|p−2Di(u)(x)Di(v)(x)

|h|1+sp
dhdx.

〈(J i)′(u), v〉 =
2

(1− s)

∫
Rn

|∂xiu|p−2∂xiu ∂xiv dx,

where 〈·, ·〉 denotes the duality pairing between W si,pi,δ
i,0 (Ω) and its dual W

−si,p′i,δ
i (Ω).

The operator

J~δ(u) =
n∑
i=1

J iδi(u).
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is Fréchet differentiable with derivative given by

J ′~δ(u) =
n∑
i=1

1

pi
(J iδi)

′(u).

Finally, we define the Peridynamic fractional anisotropic ~p-laplacian as

(−∆̃~p)
~s
~δ
u := (J~δ)

′(u).

Therefore, we want to study the equation

(11)

{
(−∆̃~p)

~s
~δ
u = f in Ω,

u = 0 in Rn \ Ω.

We say that u ∈ W ~s,~p
0 (Ω) is a weak solution of (11) if

〈(−∆̃~p)
~s
~δ
u, v〉 =

∫
Ω

fv dx

for all v ∈ W ~s,~p,~δ
0 (Ω).

For a weak solution to be well defined, as usual, we need to impose some integrability
conditions on the source term f . Hence, we consider the case where f = f(x) and
f ∈ L(~p ∗)′(Ω).
The existence and uniqueness of weak solutions to (11) is then a direct consequence
of the direct method in the calculus of variations since the solution is the unique
minimizer of the functional

I(v) := J~δ(v)−
∫

Ω

fv dx,

which is a strictly convex, coercive, and continuous functional in W ~s,~p,~δ
0 (Ω).

Let us summarize all of these facts into a single statement.

Proposition 3.10. Let Ω ⊂ Rn be a bounded open set, let ~δ = (δ1, . . . , δn), δi > 0,
~s = (s1, . . . , sn), si ∈ (0, 1), ~p = (p1, . . . , pn), pi ∈ (1,∞) and ~p ∗ the critical Sobolev
exponent defined in the beginning of this section. Assume that pmax < ~p ∗ and ~s~p < n.

Then, for every f ∈ L(~p ∗)′(Ω), there exists a unique weak solution u ∈ W ~s,~p,~δ
0 (Ω) of

(11).

Now, we will analyze the asymptotic behavior of the solution to (11) when (or some
of the) δi → 0.
To this end assume that δk1 , . . . , δ

k
j → 0 (as k → ∞) and δj+1, . . . , δn remain fixed

and consider ~δk := (δk1 , . . . , δ
k
j , δj+1, . . . , δn) and the functionals

Ik(v) := J~δk(v)−
∫

Ω

fv dx.
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By Proposition 3.10, there exists a unique minimizer uk of Ik in W ~s,~p,~δ
0 (Ω). Hence

we want to study the behavior of the sequence {uk}k∈N as k →∞.

To this end, recall that ~δ0 := (0, . . . , 0︸ ︷︷ ︸
j

, δj+1, . . . , δn) and

I0(v) := J~δ0(v)−
∫

Ω

fv dx,

where

J~δ0(v) :=

j∑
i=1

J i(v) +
n∑

i=j+1

J iδi(v).

Next, we make full use of the BBM results to conclude the following theorem:

Theorem 3.11. With the preceding notation, the functionals Īk : Lpmin(Ω) → R̄
defined as

Īk(v) =

{
Ik(v) if v ∈ W ~s,~p,~δ

0 (Ω),

∞ elsewhere.

Gamma-converges to Ī : Lpmin(Ω)→ R̄ defined as

Ī(v) =

{
I0(v) if v ∈ W ~s,~p,~δ

0 (Ω),

∞ elsewhere.

Proof. By Corollary 3.8 we have that J~δk gamma converge to J~δ0 as k →∞. So the

result follows since the functional u 7→
∫

Ω
fu dx is continuous in Lpmin(Ω) . �

An immediate consequence of this result is the convergence of the solutions of (11)
to the corresponding limiting problem.

Corollary 3.12. Let uk ∈ W ~s,~p,~δ
0 (Ω) be a weak solution to{

(−∆̃~p)
~s
~δk
uk = f in Ω,

uk = 0 in Rn \ Ω.

Then uk → u0 in Lpmin(Ω) where u0 ∈ W ~s,~p, ~δ0
0 (Ω) is the weak solution to{

(−∆̃~p)
~s0
~δk
u0 = f in Ω,

u0 = 0 in Rn \ Ω.

4. Anisotropic fractional Sobolev Spaces with Variable Exponents

4.1. Properties and Inequalities. We define the fractional ith−Sobolev variable
exponent space as

W
si,pi(·,·)
i (RN) :=

{
u ∈ Lp̄i(RN) : Jsi,pi(·,·)(u) <∞

}
.
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We can see without difficulty that the space W
si,pi(·,·)
i (RN) constitutes a Banach

space, characterized by the norm

‖u‖si,pi = ‖u‖p̄i + [u]si,pi ,

which is both separable and reflexive. Define

W ~s,~p(·,·)(RN) =
N⋂
i=1

W
si,pi(·,·)
i (RN),

then W ~s,~p(·,·)(RN) is a Banach, separable and reflexive space.

Definition 4.1. A function u ∈ L1
loc(RN) belongs to the homogeneous anisotropic

fractional Sobolev spaces with variable exponent Ẇ ~s,~p(·,·)(RN) if
∑N

i=1[u]si,pi <∞.

Proposition 4.2. If u ∈ C1
c (RN), then u ∈ Ẇ ~s,~p(·,·)(RN).

Proof. Let u ∈ C1
c (RN), there exists R > 0 such that u(x) = 0 for all x ∈ RN ,

|x| ≥ R. By the mean value Theorem,

|u(x)− u(y)| ≤ ‖∇u‖∞|x− y|, ∀ x, y ∈ BR(0).

By Tonelli’s theorem and relabeling the variables of integration, we can write∫
RN

∫
R

|u(x+ hei)− u(x)|pi(x,x+hei)

|h|1+sipi(x,xi(h))
dhdx

=

∫
BR(0)

∫
Ii

|u(x+ hei)− u(x)|pi(x,x+hei)

|h|1+sipi(x,x+hei)
dhdx

≤
∫
BR(0)

∫
Ii

‖∇u‖pi(x,x+hei)
∞ |h|pi(x,x+hei)

|h|1+sipi(x,x+hei)
dhdx

≤ max
(
‖∇u‖p−∞ , ‖∇u‖p

+

∞

)∫
Ii

max
(
|h|p− , |h|p+

)
min {|h|1+si(pi)−), |h|1+si(pi)+)}

dh

:= Ci

where Ci > 0, and Ii = {h ∈ R : x+ hei ∈ BR(0), ∀x ∈ BR(x)} . It is not difficult
to see that Ii will be a bounded subset of R. This completes the proof. �

Definition 4.3. We defineW
~s,~p(·,·)
p̄ (Ω) as a C1

c (RN)-module if, for any u ∈ W ~s,~p(·,·)
p̄ (Ω)

and v ∈ C1
c (RN), the product uv also belongs to W

~s,~p(·,·)
p̄ (Ω).

Possessing the C1
c (RN)-module property is considered advantageous. Let’s investi-

gate the conditions under which W
~s,~p(·,·)
p̄ (Ω) is indeed a C1

c (RN)-module.

Proposition 4.4. Let Ω be a bounded subset of RN . W
~s,~p(·,·)
p̄ (Ω) is a C1

c (RN)-module
if

p̄(x) ≥ pM(x) for a.e. x ∈ Ω,

where pM(x) := max {p1(x, x), · · · , pN(x, x)} .
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Proof. Since pi(x) ≤ p̄(x), then Lp̄(Ω) ↪→ Lpi(·)(Ω). Let u ∈ W
~s,~p(·,·)
p̄ (Ω) ⊂ Lp̄(Ω)

and v ∈ C1
c (RN) ⊂ Lp0(·)(Ω), then, obviously uv ∈ Lp0(·)(Ω). From Proposition 4.2,

uv ∈ Ẇ ~s,~p(·,·)(RN). Thus W
~s,~p(·,·)
p0(·) (Ω) is a C1

c (RN)-module. �

The space W
~s,~p(·,·)
pM (·) (Ω) is written simply by W ~s,~p(·,·)(Ω), namely

W ~s,~p(·,·)(Ω) =

{
u ∈ LpM (·)(Ω) :

N∑
i=1

Jsi,pi,Ω(u) <∞

}
.

4.2. BBM-type results for W
s,p(·,·)
i (RN). In this section, we are operating with

a constant direction and fixed parameters. Consequently, we will dispense with the
use of the index ”i” and simply represent them as s, p and p instead of si, pi and pi
respectively, and we fix ourselves in the first direction.

Theorem 4.5. Let u ∈ C2
c (RN). Then

lim
s→1

Js,p(·,·) =

∫
RN

2

p(x)
|∂1u|p̄(x) dx.

Lemma 4.6. Let u ∈ C2
c (RN). Then

(12)

∫
RN

2

p(x)
|∂1u|p̄(x)dx ≤ lim inf

s↗1
(1− s)

∫
RN

∫
R

|u(x+ he1)− u(x)|p(x,x+he1)

|h|1+sp(x,x+he1)
dhdx.

Proof. Since u ∈ C2
c (RN), there exists C > 0, depending on the C2−norm of u, such

that

(13) |u(x+ he1)− u(x)− ∂1u(x).h| ≤ C|h|2, for all h ∈ R.
Consider fixing ε > 0 and selecting x ∈ RN . The continuity of the function h 7→
p(x, x+ he1) at 0 implies the existence of a positive value r1, this value satisfies the
condition that

(14) (1− ε)|∂1u(x)|p̄(x) ≤ |∂1u(x)|p(x,x+he1) ≤ (1 + ε)|∂1u(x)|p̄(x),

for all |h| < r1. Also we have the existence of r2 > 0, such that

(15) (1− ε)|h|p̄(x) ≤ |h|p(x,x+he1) ≤ (1 + ε)|h|p̄(x),

for all |h| < r2. Again there exists r3 > 0, such that

(16) (1− ε) 1

|h|p̄(x)
≤ 1

|h|p(x,x+he1)
≤ (1 + ε)

1

|h|p̄(x)
,

for all 0 < |h| < r3. We can derive from (13),

|∂1u(x).h| ≤ |u(x+ he1)− u(x)|+ C|h|2.
Using the inequality

(a+ b)q ≤ (1 + ε)aq + C(q, ε)bq, a, b ≥ 0, q > 1,
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we get

|∂1u(x).h|p(x,x+he1) ≤ (1 + ε)|u(x+ he1)− u(x)|p(x,x+he1) + C|h|2p(x,x+he1).

If we consider r0 = min{1, r1, r2, r3} and take 0 < r < r0, then∫
|h|<r

|∂1u(x).h|p(x,x+he1)

|h|1+sp(x,x+he1)
dh

≤ (1 + ε)

∫
|h|<r

|u(x+ he1)− u(x)|p(x,x+he1)

|h|1+sp(x,x+he1)
dh+ C

∫
|h|<r

|h|2p(x,x+he1)

|h|1+sp(x,x+he1)
dh.

Let’s estimate from below the left-hand side of the previous inequality. Referring to
(14), (15) and (16) we find that

(17)

∫
|h|<r

|∂1u(x).h|p(x,x+he1)

|h|1+sp(x,x+he1)
dh ≥ (1− ε)3|∂1u|p̄(x)

∫
|h|<r
|h|−1+(1−s)p(x)dh

=
(1− ε)3

(1− s)p(x)
|∂1u|p̄(x)r(1−s)p(x).

Therefore, integrating over RN , we get

2

p−
(1− ε)r(1−s)p−

∫
RN

|∂1u|p̄(x)dx

≤ (1 + ε)(1− s)
∫
RN

∫
R

|u(x+ he1)− u(x)|p(x,x+he1)

|h|1+sp(x,x+he1)
dhdx+ C

2(1− s)
(2− s)p−

r(2−s)p− .

We pass to lim infs↗1, we obtain

2

p−
(1− ε)r(1−s)p−

∫
RN

|∂1u|p̄(x)dx

≤ (1 + ε) lim inf
s↗1

(1− s)
∫
RN

∫
R

|u(x+ he1)− u(x)|p(x,x+he1)

|h|1+sp(x,x+he1)
dhdx.

Since ε is arbitrarily chosen, we deduce (12). �

Lemma 4.7. Let u ∈ C2
c (RN). Then

(18)

lim sup
s↗1

(1− s)
∫
RN

∫
R

|u(x+ he1)− u(x)|p(x,x+he1)

|h|1+sp(x,x+he1)
dhdx ≤

∫
RN

2

p(x)
|∂1u|p̄(x)dx.

Proof. The proof of this lemma follows by combining the Dominated Convergence
Theorem with the two subsequent lemmas. �

Lemma 4.8. Let u ∈ C1
c (RN). Then there exists a function F ∈ L1(RN) such that

Fs(x) := (1− s)
∫
R

|u(x+ he1)− u(x)|p(x,x+he1)

|h|1+sp(x,x+he1)
dh ≤ F (x), for all x ∈ RN .
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Proof. Since u ∈ C1
c (RN), there exists R > 1 such that supp(u) ⊂ QR, where

QR = [−R,R]N . If |x1| ≤ 2R,

|Fs(u)| = (1− s)
(∫
|h|≤1

+

∫
|h|>1

)
|u(x+ he1)− u(x)|p(x,x+he1)

|h|1+sp(x,x+he1)
dh := I1 + I2.

|I1| ≤ (1− s)
∫
|h|≤1

‖∂1u‖p(x,x+he1)
∞ |h|−1+(1−s)p(x,x+he1)dh

≤ (1− s)
[
‖∂1u‖p

−

∞ + ‖∂1u‖p
+

∞

] ∫
|h|≤1

|h|−1+(1−s)p−dh

=
αN
p−

[
‖∂1u‖p

−

∞ + ‖∂1u‖p
+

∞

]
,

where αN = |B(0, 1)|. We used in the previous inequality

|u(x+ he1))− u(x)| ≤
∫ 1

0

|∂1u(x+ the1).he1|dt ≤ ‖∂1u‖∞|h|.

Also

|I2| ≤ 2
[
‖u‖p−∞ + ‖u‖p+

∞

] ∫
|h|>1

|h|−1−sp−dh

=
2

sp−

[
‖∂1u‖p

−

∞ + ‖∂1u‖p
+

∞

]
.

If |x1| > 2R, we denote by x = (x1, x
′
) with x

′ ∈ RN−1, then

Fs(x) = (1− s)
∫
R

|u(x1 + h, x′)− u(x)|p(x,(x1+h,x′))

|h|1+sp(x,(x1+h,x′))
dh.

Since |x1| > 2R, we use that |h| ≥ |x1| − |x1 + h| ≥ |x1| −R ≥ 1
2
|x1|, we get

|Fs(x)| ≤
(

2

|x1|

)1+sp− ∫
R
|u(x1, x

′)|p1(x,(x1,x′))dx1.

Observe that

G(x′) :=

∫
R
|u(x1, x

′)|p1(x,(x1,x′))dx1 ∈ L1(RN−1).

Therefore

|Fs(x)| ≤ C

(
χQ2R

(x) + χ{|x1|≥2R}(x)

(
2

|x1|

)1+sp−

G(x′)

)
∈ L1(RN),

where C is a constant depending on N, p−, u. �

Lemma 4.9. Let u ∈ C2
c (RN). Then

lim
s↗1

Fs(x) :=
2

p(x)
|∂1u|p̄(x).
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Proof. Let u belongs to the space C2
c (RN). In this case, there exists a positive

constant C that depends on the norm |u|C2(RN ), satisfying the condition:

|u(x+ he1)− u(x)|p(x,x+he1) ≤ (1 + ε)|∂1u|p(x,x+he1)|h|p1(x,x+he1) + C|h|2p(x,x+he1)

for all x ∈ RN and h ∈ R. From the preceding inequality, we obtain

A(h) :=

∣∣∣∣ |u(x+ he1)− u(x)|p(x,x+he1)

|h|1+sp(x,x+he1)
− (1 + ε)|∂1u|p(x,x+he1)|h|−1+(1−s)p(x,x+he1)

∣∣∣∣
≤ C|h|−1+(2−s)p(x,x+he1).

By performing the integration over R, we arrive at the following expression:

(19)

∫
R
A(h) dh =

(∫
|h|≤1

+

∫
|h|>1

)
A(h) dh.

In the initial integral on the right side, we observe∫
|h|≤1

A(h) dh ≤ C

∫
|h|≤1

|h|−1+(2−s)p(x,x+he1) dh

≤ C(1 + ε)

∫
|h|≤1

|h|−1+(2−s)p(x) dh =
2C

(2− s)p(x)
,

then

lim
s↗1

(1− s)
∫
|h|≤1

A(h) dh = 0,

that is

(20)

lim
s↗1

(1− s)
∫
|h|≤1

|u(x+ he1)− u(x)|p(x,x+he1)

|h|1+sp(x,x+he1)
dh

= lim
s↗1

(1− s)(1 + ε)|∂1u|p(x,x+he1)

∫
|h|≤1

|h|−1+(1−s)p(x,x+he1) dh

≤ lim
s↗1

2(1− s)(1 + ε)|∂1u|p(x,x+he1)

∫
|h|≤1

|h|−1+(1−s)p(x) dh

= (1 + ε)
2

p(x)
|∂1u|p(x,x+he1).

For in the subsequent integral on the right side of (19), we find∫
|h|>1

A(h) dh ≤ C2p
+

max
(
‖u‖p−∞ , ‖u‖p

+

∞

)∫
|h|>1

dh

|h|1+sp(x,x+he1)

=
C2p

+

sp−
max

(
‖u‖p−∞ , ‖u‖p

+

∞

)
,
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then

lim
s↗1

(1− s)
∫
|h|>1

A(h) dh = 0,

and as illustrated in (20), we can see that

(21) lim
s↗1

(1− s)
∫
|h|≤1

|u(x+ he1)− u(x)|p(x,x+he1)

|h|1+sp(x,x+he1)
dh ≤ (1 + ε)

2

p(x)
|∂1u|p(x,x+he1).

Therefore, by combining (20) and (21) and since ε is arbitrarily, we derive the
following:

(22) lim
s↗1

(1− s)Fs(x) ≤ 2

p(x)
|∂1u|p(x,x+he1).

Upon examining (17), we have also

(23) lim
s↗1

(1− s)Fs(x) ≥ 2

p(x)
|∂1u|p(x,x+he1),

and the proof is completed. �

Proof of Theorem 4.5. The proof can be derived by combining both Lemma 4.6
and Lemma 4.7. �

4.3. Eigenvalue problems: Isotropic case. The fractional p(x)-Laplacian (−4)sp(.,.)
is given by

(−4)sp(.,.)u(x) := P.V.

∫
RN

|u(x)− u(y)|p(x,y)−2(u(x)− u(y))

|x− y|N+sp(x,y)
dy, for all x ∈ Ω.

P.V. is a commonly used abbreviation in the principal value sense.

The eigenvalue problem associated to (−4)sp(.,.) is the following:

(24)

{
(−4)sp(.,.)u = Λ|u|p̄−2u in Ω

u = 0 in RN\Ω.

The natural variational approach to study problem (24) is to consider critical points
of the non-homogeneous Rayleigh type quotient

(25) Rs(u) =

∫
RN

∫
RN

|u(x)− u(y)|p(x,y)

|x− y|N+sp(x,y)
dxdy∫

Ω

|u(x)|p̄(x)dx

.

When looking in the literature, no prior studies have delved into the exploration of
problems associated with the fractional p(x)−Laplacian, offering a comprehensive
examination of its spectrum. However, we posit that addressing this issue may not
be overly challenging, as a parallel investigation to that of the p(x)−Laplacian could
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be undertaken. Nevertheless, a notable complication arises in tackling the eigenvalue
problem (24) due to its lack of homogeneity. This difficulty manifests particularly
when dealing with operators featuring nonstandard growth. Specifically, eigenvalues
in equation (25) are contingent on the magnitude of

∫
Ω
|u(x)|p̄(x)dx = µ, wherein

distinct constraints may yield disparate eigenvalues.
An innovative approach, as proposed by Franzina and Lindqvist in [24], involves
incorporating norms into the Rayleigh-type quotient instead of modulars. The over-
arching objective is to introduce homogeneity into the analysis, thereby mitigating
the challenges associated with nonstandard growth operators. The focus of their
investigation centered on the local p(x)−Laplacian. In contrast, we introduce an
exploration into a nonlocal, homogeneous Rayleigh-type quotient, expanding the
scope of the study. We propose the study of the following quotient:

(26) Hs(u) :=
K(u)

k(u)
,

where K(u) = [u]s,p(.,.) and k(u) = ‖u‖p̄,Ω (Refer to Section 2 for definitions). Notice
that the homogeneity of the quotient in (26) implies that eigenvalues are independent
of the energy level chosen to perform the minimization, we can assume ‖u‖p̄,Ω = 1.

We are led to consider the following operator

Lu(x) := P.V.

∫
RN

|u(x)− u(y)|p(x,y)−2(u(x)− u(y))

K(u)p(x,y)−1|x− y|N+sp(x,y)
dy, for all x ∈ Ω.

We consider the homogeneous counterpart of (24):

(27)

Lu = Λ
∣∣∣ u
k(u)

∣∣∣p̄−2
u

k(u)
in Ω

u = 0 in RN\Ω.

The Euler-Lagrange equation:

We define
Λ1 = inf

v∈X\{0}
Hs(u).

Proposition 4.10. There exists a non-negative minimizer u ∈ X\{0}, of Λ1.

Proof. The Sobolev inequality (2) shows that Λ1 > 0. Let (vn)n∈N be a minimizing
sequence of Λ1 such that ‖vn‖p̄,Ω = 1. Then

Λ1 = lim
n→∞

[vn]s,p(.,.).

By Theorem 2.5, we can extract a subsequence still denoted (vn)n∈N and find a
function u ∈ X such that

vn → u strongly in Lp̄(.)(Ω),

vn ⇀ u weakly in X.
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Since the norm is weakly sequentially lower semi-continuous, we obtain

[u]s,p(.,.)
‖u‖p̄,Ω

≤ lim inf
n→∞

[vn]s,p(.,.)
‖vn‖p̄,Ω

= Λ1.

Therefore, u serves as a minimizer, and the same holds true for |u|. With this, the
proof is complete.

�

To obtain the Euler-Lagrange equation for the minimizer, we select an arbitrary
test function ϕ ∈ C∞0 (Ω). Next, we examine the competing function vε(x) = u(x) +
εϕ(x). We observe that a necessary condition for inequality

K(u)

k(u)
≤ K(vε)

k(vε)
,

which gives that
d

dε

(
K(vε)

k(vε)

)
ε=0

= 0.

Thus the necessary condition reads

(28)
1

K(u)

(
d

dε
K(vε)

)
ε=0

=
1

k(u)

(
d

dε
k(vε)

)
ε=0

.

Before proceeding with our studies, let us compute the preceding identities.

Proposition 4.11. Let u ∈ X and ϕ ∈ C∞0 (Ω). Then,(
d

dε
K(vε)

)
ε=0

=

∫
RN

∫
RN

∣∣∣ ∇su
K(u)

∣∣∣p(x,y)−2
∇su
K(u)
∇sϕ

dxdy
|x−y|N∫

RN

∫
RN

∣∣∣ ∇su
K(u)

∣∣∣p(x,y)
dxdy
|x−y|N

and (
d

dε
k(vε)

)
ε=0

=

∫
Ω

∣∣∣ u
k(u)

∣∣∣p̄(x)−2
u

k(u)
ϕdx∫

Ω

∣∣∣ u
k(u)

∣∣∣p̄(x)

dx

,

where ∇su := u(x)−u(y)
|x−y|s .

Proof. The proof for the derivation of k has been established in [24, Lemma A.1],
and now let’s address the derivation for K. Observe that for all a, b ∈ R and all
p > 1 we have that

|b|p − |a|p =

∫ 1

0

d

dt
|a+ t(b− a)|pdt = p(b− a)

∫ 1

0

|a+ t(b− a)|p−2[a+ t(b− a)]dt.

By the definition of the Luxemburg norm, we know that∫
RN

∫
RN

∣∣∣∣ ∇svε
K(vε)

∣∣∣∣p(x,y)
dxdy

p(x, y)|x− y|N
= 1,

∫
RN

∫
RN

∣∣∣∣ ∇su

K(u)

∣∣∣∣p(x,y)
dxdy

p(x, y)|x− y|N
= 1.
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Subtracting the preceding two expressions and employing the variables b for ∇svε
K(vε)

,

a for ∇su
K(u)

and p = p(x, y) results in:

(29) 0 =

∫
RN

∫
RN

[
∇svε
K(vε)

− ∇su

K(u)

]
A(x, ε)

dxdy

|x− y|N
,

where

A(x, ε) =

∫ 1

0

∣∣∣∣ ∇su

K(u)
+ t

(
∇svε
K(vε)

− ∇su

K(u)

)∣∣∣∣p(x,y)−2( ∇su

K(u)
+ t

(
∇svε
K(vε)

− ∇su

K(u)

))
dt.

By employing the definition of vε, we express (29) in the following manner:∫
RN

∫
RN

[
∇su

K(vε)
− ∇su

K(u)

]
A(x, ε)

dxdy

|x− y|N
= −ε

∫
RN

∫
RN

∇sϕ

K(vε)
A(x, ε)

dxdy

|x− y|N
,

from where

(30)
K(vε)−K(u)

ε

∫
RN

∫
RN

∇su

K(u)
A(x, ε)

dxdy

|x− y|N
=

∫
RN

∫
RN

∇sϕA(x, ε)
dxdy

|x− y|N
.

Since K(vε) depends continuously on ε, then

∇svε
K(vε)

− ∇su

K(u)
→ 0 a.e. as ε→ 0+,

and we deduce that

A(x, ε)→
∣∣∣∣ ∇su

K(u)

∣∣∣∣p(x,y)−2 ∇su

K(u)
a.e. as ε→ 0+.

Letting ε→ 0+ in (30), we get(
d

dε
K(vε)

)
ε=0

∫
RN

∫
RN

∣∣∣∣ ∇su

K(u)

∣∣∣∣p(x,y)
dxdy

|x− y|N
=

∫
RN

∫
RN

∣∣∣∣ ∇su

K(u)

∣∣∣∣p(x,y)−2 ∇su

K(u)
∇sϕ

dxdy

|x− y|N
.

That is (
d

dε
K(vε)

)
ε=0

=
K
∫
RN

∫
RN

∣∣∣ ∇su
K(u)

∣∣∣p(x,y)−2
∇su
K(u)

∇sϕ
K(u)

dxdy
|x−y|N∫

RN

∫
RN

∣∣∣ ∇su
K(u)

∣∣∣p(x,y)
dxdy
|x−y|N

�

Now, let’s advance toward the primary objective of this part, which is to deduce the
Euler-Lagrange equation that characterizes the minimum of Λ1. By combining the
Proposition 4.11 and the identity labeled as (28) , it becomes clear that:
(31)∫
RN

∫
RN

∣∣∣∣ ∇su

K(u)

∣∣∣∣p(x,y)−2 ∇su

K(u)
∇sϕ

dxdy

|x− y|N
= Λ1S(u)

∫
Ω

∣∣∣∣ u

k(u)

∣∣∣∣p̄(x)−2
u

k(u)
ϕdx, ∀ϕ ∈ C∞0 (Ω),
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where

(32) S(u) :=

∫
RN

∫
RN

∣∣∣ ∇su
K(u)

∣∣∣p(x,y)
dxdy
|x−y|N∫

Ω

∣∣u
k

∣∣p̄(x)
dx

.

The preceding characterization presents the weak form of problem (27), and subse-
quently, we introduce the following definition.

Definition 4.12. We say that Λ is an eigenvalue of (27) with eigenfunction u ∈ X
if u is a nontrivial weak solution to (27), that is,
(33)∫
RN

∫
RN

∣∣∣∣ ∇su

K(u)

∣∣∣∣p(x,y)−2 ∇su

K(u)
∇sϕ

dxdy

|x− y|N
= ΛS(u)

∫
Ω

∣∣∣∣ u

k(u)

∣∣∣∣p̄(x)−2
u

k(u)
ϕdx, ∀ϕ ∈ X.

Theorem 4.13. Λ1 is the first eigenvalue and the minimum u of Λ1 which is non-
trivial is the corresponding first eigenfunction.

Proof. In light of identity (31), it becomes clear that Λ1 serves as an eigenvalue for
(27), with u representing the corresponding eigenfunction. Now, let’s verify that Λ1

holds the position of the first eigenvalue. Let Λ be an eigenvalue of (27) and v its
corresponding eigenfunction. By setting ϕ = v = u in equation (33) and considering
the definition of S(v) as given in (32), we can derive:

K(v)

∫
RN

∫
RN

∣∣∣∣ ∇sv

K(v)

∣∣∣∣p(x,y)
dxdy

|x− y|N
= ΛS(v)k(v)

∫
Ω

∣∣∣v
k

∣∣∣p̄(x)

dx

= Λk(v)

∫
RN

∫
RN

∣∣∣∣ ∇sv

K(v)

∣∣∣∣p(x,y)
dxdy

|x− y|N
.

Then

Λ =
K(v)

k(v)
≥ Λ1.

Hence λ1 is the first eigenvalue.
�

Sequence of eigenvalues:

Put
M := {u ∈ X : k(u) = 1} .

The first eigenvalue can be defined as

Λ1 = inf
u∈M

K(u).

M is a submanifold of class C1 in X.

Lemma 4.14. Let u ∈ X\{0}. For all v ∈ X the following inequalities hold

(34)
∣∣∣〈K ′(u), v〉

∣∣∣ ≤ K(v) and
∣∣∣〈k′(u), v〉

∣∣∣ ≤ k(v).
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Proof. The second inequality of (34) has been established in [25, Proposition 3.6].
Employing analogous techniques, we extend this proof to establish the first one. �

Proposition 4.15. The functional K̃|M satisfies the (PS) condition, i.e., every
sequence (uk) ⊂ M such that K̃(uk) → c for some c ∈ R and K̃

′
(uk) → 0 in X

′

admits a convergent subsequence.

Proof. Let c ∈ R and (ck) ⊂ R a sequence such that

(35) K(uk)→ c and K
′
(uk)− ckk

′
(uk)→ 0 in X

′
.

On one hand, we can see that

〈K ′(uk)− ckk
′
(uk), uk〉 = 〈K ′(uk), uk〉 − ck〈k

′
(uk), uk〉 = K(uk)− ck.

On the other hand∣∣∣〈K ′(uk)− ckk′(uk), uk〉∣∣∣ ≤ ‖K ′(uk)− ckk′(uk)‖X∗K(uk)→ 0.

Then ck → c. Since (uk) is bounded in X, up to subsequence, uk ⇀ u in X and
uk → u in Lp̄(x)(Ω). By (34), we get∣∣∣〈k′(uk), uk − u〉∣∣∣ ≤ k(uk − u) = ‖uk − u‖p̄,Ω → 0.

from this and (35) we deduce that

〈K ′(uk), uk − u〉 → 0.

Since

〈K ′(uk), uk − u〉 = K(uk)− 〈K
′
(uk), u〉 ≥ K(uk)−K(u),

then, by the weak lower semicontinuity of the norm, we get

lim sup
k→∞

K(uk) ≤ K(u) ≤ lim inf
k→∞

K(uk).

�

As M is a closed symmetric submanifold with C1 regularity in X, the previously
mentioned result empowers us to derive a sequence of eigenvalues for equation (27)
by employing a minimax procedure.

Definition 4.16. For n ∈ N, we define the n−th variational eigenvalue Λn of (27)
as

(36) Λn := inf
A∈Cm

sup
u∈A

K̃(u),

where Cm := {C ⊂M : C is compact, C = −C, γ(C) ≥ m} and γ is the Krasnosel-
skii genus.

Proposition 4.17. The sequence (Λn) is nondecreasing, divergent, and for every
n ≥ 1 there exists un ∈M solving (27), with Λ = Λn.
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Proof. Under Proposition 4.15, we can employ [26, Corollary 4.1] to establish that
the values specified in (36) indeed constitute eigenvalues of (27) as per Definition
4.12. Additionally, given that Cm+1 ⊂ Cm holds for all m, the sequence (Λn) is
characterized by a divergent, nondecreasing pattern. �

References

[1] R. A. Adams, Anisotropic Sobolev inequalities, Časopis pro pěstováńı matematiky, 113 (1988),
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FCEN - Universidad de Buenos Aires, Ciudad Universitaria, 0+∞ building, C1428EGA,
Av. Cantilo s/n, Buenos Aires, Argentina
Email address: jfbonder@dm.uba.ar

(I. Ceresa Dussel) Instituto de Cálculo, CONICET,Departamento de Matemática,
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