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Abstract. In this work, our interest lies in proving the existence of solutions

to the following Fractional Lane-Emden Hamiltonian system:
(−∆)su = Hv(x, u, v) in Ω,

(−∆)sv = Hu(x, u, v) in Ω,

u = v = 0 in Rn \ Ω.

The method, that can be traced back to the work of De Figueiredo and Felmer
[6], is flexible enough to deal with more general nonlocal operators and make

use of a combination of fractional order Sobolev spaces together with functional

calculus for self-adjoint operators.

1. Introduction

Given a bounded and smooth domain Ω ⊂ Rn, n ≥ 3 and suitable functions f
and g, existence and non-existence of solutions to Hamiltonian systems of the form

−∆u = f(v) in Ω

−∆v = g(u) in Ω

u = v = 0 on ∂Ω,

(1.1)

was studied in [5, 6, 10, 14]. These articles provide for a suitable framework to
deal with this kind of systems with strongly indefinite variational structure. The
prototypical case of (1.1) was studied in [5] and it is given when f(v) = vp−1 and
g(u) = uq−1, where u and v are positive functions:

−∆u = vp−1 in Ω

−∆v = uq−1 in Ω

u = v = 0 on ∂Ω.

(1.2)

The authors proved existence of at least positive solutions of this system when

n− 2

n
<

1

p
+

1

q
< 1.(1.3)

On the contrary, when this condition is not fulfilled, it was proved in [14] that
(1.2) does not admit positive solutions if the domain Ω is smooth and star-shaped.
Observe that this problem can be thought of as a natural extension of the Lane-
Emden equation for u ≥ 0:

(1.4) −∆u = up−1 in Ω, u = 0 in ∂Ω,
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which (among many variations) was widely studied and it is well known that its
solvability is strongly related with the Sobolev inequality. Indeed it follows from
the classical Pohozaev identity that (1.4) admits a positive solution if and only if
p < 2∗ = 2n

n−2 .

Solutions to (1.1) are obtained as critical points of the Lagrangian

L(u, v) =
∫
Ω

∇u · ∇v dx−
∫
Ω

F (v) dx−
∫
Ω

G(u) dx(1.5)

where F and G are primitives of f and g. In contrast with gradient systems,
the functional A(u, v) =

∫
Ω
∇u · ∇v dx, i.e. the quadratic part of L, is strongly

indefinite, in the sense that (0, 0) is a saddle point for A with infinite Morse index.
Therefore any decomposition of the solution space into two subspace H1 and H2

such that A restricted to H1 has a minimum in (0, 0), and A restricted to H2 has a
maximum in (0, 0), imply that H1 and H2 are infinite dimensional. Hence neither
Ambrosetti-Rabinowitz’ Mountain Pass Theorem [1] (which typically assumes a
minimum at the origin) nor Rabinowitz’ Saddle Point Theorem [15] (which requires
one of the subspaces H1 or H2 to be finite dimensional), can be applied in this case.

To deal with this kind of problems involving strongly indefinite functionals, some
generalizations of the mountain pass and saddle point theorems were developed.
We mention for instance the abstract theorems in [2], [9] and [8]. By means of the
topological min-max approach developed in the above mentioned articles, existence
and regularity results for solutions to (1.2) were obtained in [5, 6, 10, 14].

Later, more general Hamiltonian system of the form
−∆u = Hv(x, u, v) in Ω

−∆v = Hu(x, u, v) in Ω

u = v = 0 on ∂Ω

(1.6)

were studied in [6], where H includes in particular the prototypical Hamiltonian
H(x, u, v) = |u|p + |v|q corresponding to (1.2) with exponents p, q satisfying (1.3).
In this case, solutions were obtained in [6] by applying a variational approach using
a generalized Mountain Pass Theorem stated in [8] in the context of Hamiltonian
systems, which allows to deal with the strongly indefinite structure of the energy
functional related to (1.6).

On the other hand, the last years experimented an increasing attention for non-
nocal problems due to their many applications to models of diverse branches of
science. One of the most studied nonlocal operator is the well-known fractional
Laplacian defined for s ∈ (0, 1) by

(−∆)su(x) = p.v. C(n, s)

∫
Rn

u(x)− u(y)

|x− y|n+2s
dy,

where the constant C(n, s) is positive and depends only on n and s. From now on
we will omit for ease of notation. A non local variant of the classical Lane-Emden
system (1.2), namely 

(−∆u)s = vp−1 in Ω,

(−∆v)s = uq−1 in Ω,

u = v = 0 in Rn\Ω,
(1.7)

where Ω ⊂ Rn is a bounded smooth domain in Rn and n > 2s, was studied in
[11] in the context of positive viscosity solutions. Solutions to (1.7) are obtained as
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critical points of Lagrangian
(1.8)

L(u, v) = 1

2

∫
Rn

∫
Rn

(u(x)− u(y))(v(x)− v(y))

|x− y|n+2s
dxdy − 1

p

∫
Ω

vp dx− 1

q

∫
Ω

uq dx,

which, as in the local case (1.5), turns out to be strongly indefinite. The authors
in [11] proved that when p, q > 1 are such that

(1.9)
n− 2s

n
<

1

p
+

1

q
< 1

then (1.7) admits at least one positive viscosity solution, and no positive viscosity
solution is admitted when the previous condition does not hold and the domain is
star-shaped. Observe that assumption (1.9) simplifies to (1.3) when s = 1. More-
over (1.7) can be seen as a generalization of the fractional Lane-Emden problem

(−∆)su = up−1 in Ω, u = 0 in Rn \ Ω

which by standard variational methods admits a positive energy weak solution if
1 < p < 2n/(n− 2s), (p ̸= 2).

In order to prove existence of positive solutions to (1.7), the idea in [11] is to

observe that v = ((−∆u)s)
1

p−1 . So, plugging this expression into the second equa-
tion in (1.7), reduces the problem to find critical points of a functional depending
only on u instead of the functional (1.8). This method however does not seem to
be adaptable to treat more general Lane-Emden system with Hamiltonian H.

Inspired by [6] we consider in this work the following nonlocal version of (1.6)

(1.10)


(−∆)su = Hv(x, u, v) in Ω,

(−∆)sv = Hu(x, u, v) in Ω,

u = v = 0 in Rn \ Ω,

where Ω ⊂ Rn is an open bounded set with smooth boundary and the so-called
Hamiltonian function H : Ω × R2 → R is of class C1 and satisfies some growths
assumptions stated below.

We remark that Hamiltonian systems of the form (1.10) involving fractional
Laplacians of different order, let us say, s, t ∈ (0, 1), lead to non-variational related
energy functionals. As far as we know, the techniques introduced in the literature
do not seem to be applicable, so we restrict ourselves to the case of two fractional
Laplacians with the same order s.

The main goal of this article will be to obtain solutions to (1.10). We want to
emphasize that our approach strongly relies on the ideas of [6]. More precisely,
solutions of (1.10) will be found as critical points of an energy functional similar
to (1.8) which, as was observed in the local case, is strongly indefinite. In contrast
with the prototypical system (1.7) considered in [11], it seems difficult in general
to reduce (1.10) to a functional depending solely on u. Instead, we will set up
a suitable functional framework to obtain solutions by means of the generalized
Mountain Pass Theorem obtained in [8].

We introduce now our assumptions on the Hamiltonian system (1.10). First let
us fix some s ∈ (0, 1) and real numbers p, q > 1 satisfying (1.9) namely

1− 2s

n
<

1

p
+

1

q
< 1.(pq0)
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Figure 1. Range of admissible p and q in terms of s and n.

Furthermore, if n > 4s we also impose

(pq1)
1

p
>
n− 4s

2n
and

1

q
>
n− 4s

2n
.

We show in Figure 1 the region of (p, q) satisfying these assumptions.
We further assume the following conditions on the Hamiltonian:

H : Ω× R2 → R is of class C1,(H0)

and there exist r > 0 and c1 > 0 such that for all x ∈ Ω,

1

p
Hu(x, u, v)u+

1

q
Hv(x, u, v)v ≥ H(x, u, v) > 0 if |(u, v)| ≥ r,(H1)

H(x, u, v) ≤ c1(|u|p + |v|q) if |(u, v)| ≤ r,(H2)

and for all u, v ∈ R,

|Hu(x, u, v)| ≤ c1(|u|p−1 + |v|(p−1)q/p + 1)

|Hv(x, u, v)| ≤ c1(|u|(q−1)p/q + |v|q−1 + 1).
(H3)

Our main result establishes the existence of solutions to (1.10).
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Theorem 1.1. Let s ∈ (0, 1) and let p, q > 1 be such that (pq0) and (pq1) hold.
Assume that H satisfies (H0)-(H3). Then there exists θ = θ(p, q, n, s) ∈ (0, 2) and

a weak solution (u, v) to (1.10) such that (u, v) ∈ Hsθ
0 (Ω)×H

s(2−θ)
0 (Ω) to (1.10).

For a precise definition of weak solution to (1.10) see Section 2.2.
Under more restricted assumptions on p, q (which hold in particular when p and

q are both subcritical), the solution (u, v) given by the previous Theorem is a finite
energy solution and enjoy more regularity:

Corollary 1.2. Suppose that (p, q) satisfy (pq0), (pq1) and also{
p+q

p(q−1) ≥ 2n−2s
n+2s if p ≤ q,

p+q
q(p−1) ≥ 2n−2s

n+2s if p ≥ q

(which holds if p, q ≤ 2n/(n−2s)). Then the solution given by Theorem 1.1 belongs

to (Hsθ
0 (Ω) ∩X)× (H

s(2−θ)
0 (Ω) ∩X) where X = Hs

0(Ω) ∩W
2s,2n/(n+2s)
loc (Ω).

We show in Figure 2 the region in the (p, q) plane where the corollary applies
for the case when n = 5 and s = 1/2.

Organization of the paper. The rest of the paper is organized as follows: In
Section 2, we collect all the preliminaries needed in the course of our arguments
and review different notions of solutions to (1.10).

In Section 3 we state our main results and develop the functional framework
needed to apply the variational methods. We end this section by providing a proof
of the regularity result, Corollary 1.2.

In Section 4, we prove the main result of the paper, namely Theorem 1.1.
We end this paper in Section 5 where we discuss some possible extensions and

generalizations of our results.

2. Preliminaries

In this section we collect all the preliminaries needed in the course of the work.

2.1. Operator and spaces. Given a smooth bounded open set Ω ⊆ Rn we con-
sider the fractional Sobolev spaces

Hs(Ω) =
{
u ∈ L2(Ω): [u]2s :=

∫∫
Rn×Rn

|u(x)− u(y)|2

|x− y|n+2s
dxdy <∞

}
,

endowed with norm ∥u∥s := ∥u∥2+[u]s, and denote Hs
0(Ω) the closure of C

∞
c (Ω) for

∥.∥s. It turns out that Hs
0(Ω) = Hs(Ω) when s < 1

2 and, in general when s ∈ (0, 1),
that

Hs
0(Ω) = {u ∈ Hs(Rn) : u = 0 a.e. in Rn \ Ω}.

We denote the dual space of Hs
0(Ω) by H

−s(Ω). We recall the Rellich-Kondrachov
type result for fractional Sobolev spaces:

Theorem 2.1. Let 2∗t = 2n/(n−2t) if n > 2t and 2∗t = ∞ if n ≤ 2t. Let r ∈ [1, 2∗t ),
then Ht

0(Ω) ⊂ Lr(Ω) with compact inclusion.

For future use we will also need the higher order fractional Sobolev spaces
H1+α

0 (Ω), α ∈ (0, 1), consisiting of functions u ∈ H1
0 (Ω) such that ∇u ∈ Hα

0 (Ω),
and endowed with the norm ∥u∥1+α = ∥u∥2 + ∥∇u∥α.
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Figure 2. Region of admissible p and q (in red) in Corollary 1.2
for n = 5 and s = 1/2.

The Gagliardo fractional Laplacian (−∆)su, s ∈ (0, 1), of a function u belonging
to the Schwarz space S(Rn) can be defined via the Fourier transform F as

(−∆)su(x) = F−1(|ξ|2sF(u))(x) = p.v.

∫
Rn

u(x)− u(y)

|x− y|n+2s
dy(2.1)

up to a normalization constant depending of n and s.
In Ω, we consider the fractional Laplacian (−∆)s with Dirichlet boundary con-

dition in the sense that (−∆)s denotes the unbounded operator in L2(Ω) with
domain

D((−∆)s) = {u ∈ Hs
0(Ω): |ξ|2sF(u) ∈ L2(Rn)} = H2s(Rn) ∩Hs

0(Ω).

defined by (2.1). Then (−∆)s is a bounded operator between Hs
0(Ω) and H

−s(Ω),
namely

(2.2) ⟨(−∆)su, φ⟩ = 1

2

∫∫
Rn×Rn

(u(x)− u(y))(φ(x)− φ(y))

|x− y|n+2s
dxdy

for every φ ∈ Hs
0(Ω).

Notice that the r.h.s of (2.2) makes sense when u ∈ Hθs
0 (Ω) and φ ∈ H

(2−θ)s
0 (Ω)

for any θ ∈ (0, 2). Indeed, taking u, φ ∈ C∞
c (Ω) and omitting the factor 1/2 for

simplicity, we can write it as∫∫
Rn×Rn

(τhu(x)− u(x))(τhφ(x)− φ(x))

|h|n+2s
dxdh =

∫
Rn

(τhu− u, τhφ− φ)L2

dh

|h|n+2s
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where τhu(x) := u(x−h). Passing to Fourier variable with Fu(ξ) =
∫
Rn u(x) exp(−2iπξx) dx,

so that F [τhu](ξ) = exp(−2iπξh)Fu(ξ), we obtain∫
Rn

(∫
Rn

|e−2iπξh − 1|2

|h|n+2s
dh

)
Fu(ξ)Fφ(ξ) dξ.

It is easy to see that the inner integral is equal to |ξ|2sC(n, s) where C(n, s) :=∫
Rn |e−2iπh1 −1|2|h|−n−2s dh, see [7]. Up to the constant 1

2C(n, s), the r.h.s of (2.2)
can thus be written as∫

Rn

|ξ|2sFu(ξ)Fφ(ξ) dξ =
∫
Rn

|ξ|θsFu(ξ)|ξ|(2−θ)sFφ(ξ) dξ.

If θs < 1 and (2− θ)s < 1, i.e. θ ∈ (2− 1/s, 1/s) ∩ (0, 2), then this is bounded by

∥|ξ|θsFu∥22∥|ξ|(2−θ)sFφ∥22 ≲ [u]2θs[φ]
2
(2−θ)s ≤ ∥u∥θs∥φ∥(2−θ)s.

Otherwise, if θ ∈ (0, 2) but, let’s say θs ∈ (1, 2), so that (2− θ)s < 1, then writing
θs = 1 + α with α ∈ (0, 1), we have∫

Rn

|ξ|α|ξ|Fu(ξ)|ξ|(2−θ)sFφ(ξ) dξ ≲ ∥|ξ|αF [∇u]∥22∥|ξ|(2−θ)sFφ∥22

≲ [∇u]2α[φ]2(2−θ)s

≤ ∥u∥θs∥φ∥(2−θ)s.

Thus for any θ ∈ (0, 2), the r.h.s. of (2.2) is bounded (up to a constant depending
only on n and s) by ∥u∥θs∥φ∥(2−θ)s and thus makes sense for (u, φ) ∈ Hθs

0 (Ω) ×
H

(2−θ)s
0 (Ω). With a slight abuse of notation, we will keep on writing (2.2) in this

case.
Assuming now that φ ∈ C∞

c (Ω), so that φ ∈ H(2−θ)s(Ω), and still assuming
u ∈ Hθs(Ω), θ ∈ (0, 2), notice also that

(2.3) ⟨(−∆)su, φ⟩ = (u, (−∆)sφ)L2 .

Indeed as we just saw, these regularity assumptions ensure that (u(x)−u(y))(φ(x)−φ(y))
|x−y|n+2s

is integrable in Rn × Rn, and so is u(x)φ(x)−φ(y)
|x−y|n+2s in particular. Thus∫

Rn

u(−∆)sϕdx =

∫
Rn

u(x) lim
ε→0

∫
{|x−y|>ε}

φ(x)− φ(y)

|x− y|n+2s
dydx

= lim
ε→0

∫∫
{|x−y|>ε}

u(x)
φ(x)− φ(y)

|x− y|n+2s
dydx

= lim
ε→0

1

2

∫∫
{|x−y|>ε}

(u(x)− u(y))(φ(x)− φ(y))

|x− y|n+2s
dydx

= ⟨(−∆)su, φ⟩.

These remarks are summarized in the following proposition:

Proposition 2.2. Assume that u ∈ Hθs(Ω) for some θ ∈ (0, 2) and φ ∈ C∞
c (Ω).

Then ∫
Rn

u(−∆)sφdx = ⟨(−∆)su, φ⟩,

where ⟨(−∆)su, φ⟩ is defined in (2.2).
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2.2. Notions of solutions. Given a smooth, bounded and open set Ω ⊂ Rn,
s ∈ (0, 1) and f ∈ L1

loc(Ω), we consider the Dirichlet problem{
(−∆)su = f in Ω

u = 0 in Rn \ Ω
(2.4)

Several notions of solutions exist depending on the regularity of f and u.
First, if f ∈ H−s(Ω) then, recalling that (−∆)s : Hs

0(Ω) → H−s(Ω) is a bounded
operator, we can look for a solution u ∈ Hs

0(Ω):

Definition 2.3 (Definition 11 in [12]). Let f ∈ H−s(Ω). A function u ∈ Hs
0(Ω) is

a finite energy solution to (2.4) if for every ϕ ∈ Hs
0(Ω) it holds that

⟨(−∆)su, φ⟩ = ⟨f, ϕ⟩H−s(Ω),Hs
0 (Ω).

Since ⟨(−∆)su, φ⟩ defines a scalar product equivalent to the standard one in
Hs

0(Ω), Riesz’ Theorem ensures the existence of a unique energy solution to (2.4)
for every f ∈ H−s(Ω). Notice that Lp(Ω) ↪→ H−s(Ω) for any p ≥ 2n/(n+ 2s).

When f is only locally integrable we consider weak and distributional solutions.

Definition 2.4. Let f ∈ L1
loc(Ω). A function u belonging to Hθs

0 (Ω) for some
θ ∈ (0, 2) is a weak solution to (2.4) if

⟨(−∆)su, φ⟩ =
∫
Ω

fφ dx for all φ ∈ C∞
c (Rn),

where ⟨(−∆)su, φ⟩ is defined in (2.2).

A finite energy solution is a weak solution. However a weak solution u is in
general not an energy solution except of course if it belongs to Hs

0(Ω) i.e. θ ≥ 1.
Notice that (−∆)sϕ is a bounded function if ϕ ∈ C∞

c (Ω). As a consequence∫
Ω
u(−∆)sϕdx exists if u ∈ L1(Ω). This leads to the notion of distributional

solution:

Definition 2.5. Let f ∈ L1
loc(Ω). A function u ∈ L1(Rn) is a distributional solution

to (2.4) if u = 0 a.e. in Rn \ Ω and for every ϕ ∈ C∞
c (Ω) it holds that∫

Rn

u(−∆)sϕdx =

∫
Ω

fϕ dx.

Notice that a weak solution to (2.4) is a distributional solution to (2.4) by Prop,
2.2. The converse is false in general unless u ∈ Hθs

0 (Ω):

Proposition 2.6. A distributional solution belonging to Hθs
0 (Ω) for some θ ∈ (0, 2)

is a weak solution.

Given a smooth, bounded and open set Ω ⊂ Rn and s ∈ (0, 1), consider the
system (1.10)

Definition 2.7. Let H : R2 × Ω → R be a C1 function. We say that (u, v) ∈
L1
loc(Rn)×L1

loc(Rn) is a weak (resp. distributional) solution to (1.10) if Hu(., u, v)
and Hv(., u, v) belong to L1

loc(Rn) and the functions u and v are weak (resp. dis-
tributional) solutions of each corresponding equation.

More precisely, (u, v) is a weak solution to (1.10) if u ∈ Hθs
0 (Ω) and v ∈ Hθ′s

0 (Ω)
for some θ, θ′ ∈ (0, 2), Hu(., u, v) and Hv(., u, v) are in L1

loc(Ω), and it holds that

⟨(−∆)su, φ⟩ =
∫
Ω

Hv(x, u, v)φ(x) dx, ⟨(−∆)sv, ψ⟩ =
∫
Ω

Hu(x, u, v)ψ(x) dx
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for every φ,ψ ∈ C∞
c (Rn). It follows from Proposition 2.6 that

Proposition 2.8. A distributional solution (u, v) belonging to Hθs
0 (Ω) ×Hθ′s

0 (Ω)
for some θ, θ′ ∈ (0, 2) is a weak solution.

2.3. Interpolation spaces. Denote {λk,s}k∈N the eigenvalues of (−∆)s and {ϕk,s}k∈N
associated eigenfunctions forming an orthonormal basis of L2(Ω). We can then con-
sider the fractional power Aθ

s : D(Aθ
s) ⊂ L2(Ω) → L2(Ω), θ ∈ [0, 2], defined as

(2.5) Aθ
su =

∞∑
k=1

λ
θ/2
k,s ukϕk,s, uk = (uφk,s)L2

with domain

(2.6) Eθ
s := D(Aθ

s) =: {u ∈ L2(Ω):

∞∑
k=1

λθk,s|uk|2 <∞}.

Then Eθ
s is a Hilbert space with inner product and associated norm given by

(u, v)Eθ
s
= (Aθ

su,A
θ
sv)L2 =

∑
k

λθk,sukvk, ∥u∥Eθ
s
=

∫
Ω

|Aθ
su|s dx =

∞∑
k=1

λθk,s|uk|2.

Moreover they are interpolation spaces in the sense of Lions-Magenes,

Eθ
s = [Hs

0(Ω), L
2(Ω)]1−θ

and Eθ
s ⊂ Hsθ

0 (Ω) (with equality if s ̸= 1
2 and sθ ̸= 1

2 ,
3
2 ). Notice in particular that

Eθ
s ⊂ Lr(Ω) if r ≤ 2∗sθ with compact inclusion if r < 2∗sθ.
Notice eventually that Aθ

su : Eθ
s → L2(Ω is an isomorphism. Denoting A−θ

s its
inverse, we have

(A−θ
s w, y)Eθ

s
= (w.Aθy)L2 w ∈ L2, y ∈ Eθ

s .

3. Variational framework

In this section we introduce the variational framework needed in order to apply
the variational techniques.

First let us fix some s ∈ (0, 1) and real numbers p, q > 1 satisfying (pq0), (pq1).
Under these assumptions we can then find θ ∈ (0, 2) such that

p < 2∗sθ :=
2n

n− 2sθ
, q < 2∗s(2−θ) :=

2n

n− 2s(2− θ)
.(3.1)

We then have the following continuous embeddings

Eθ
s ↪→ Hsθ

0 (Ω) ↪→ L2∗sθ (Ω) ↪→ Lp(Ω),

E(2−θ)
s ↪→ H

s(2−θ)
0 (Ω) ↪→ L2∗s(2−θ)(Ω) ↪→ Lq(Ω),

(3.2)

the last embedding of each chain being compact.
We will find a solution of (1.10) by looking for a critical point of the energy

functional Jθ : E
θ
s × E2−θ

s → R defined as

(3.3) Jθ(u, v) =

∫
Ω

Aθ
suA

2−θ
s v dx−

∫
Ω

H(x, u, v) dx,

where Aθ
s and Eθ

s are defined in (2.5) and (2.6) respectively (we will verify in the
next section that the growth condition (H3) and (3.2) guarantee that Jθ is a well-
defined C1 functional on Eθ

s × E2−θ
s ).
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Once this value of θ is defined, we have the notion of solution associated to
it. Later on we will relate this concept of solution to the former ones previously
introduced.

Definition 3.1. A critical point (u, v) ∈ Eθ
s ×E2−θ

s of Jθ will be called a θ−weak
solution to (1.10). It satisfies

(3.4)

∫
Ω

(
Aθ

suA
2−θ
s ψ +Aθ

sφA
2−θ
s v

)
dx−

∫
Ω

(Hu(x, u, v)φ+Hv(x, u, v)ψ) dx = 0

for any test functions (φ,ψ) ∈ Eθ
s × E2−θ

s .

We will prove in the next section that

Theorem 3.2. There exists a θ−weak solution to (1.10).

Theorem 1.1 then follows by noticing that a θ−weak solution is in fact a weak
solution:

Theorem 3.3. If (u, v) ∈ Eθ
s ×E2−θ

s is a θ−weak solution to (1.10), then (u, v) is
a weak solution to (1.10).

Proof. Let (u, v) be a θ−weak solution to (1.10) i.e. (u, v) ∈ Eθ
s × E2−θ

s satisfies
(3.4). First, by hypothesis (H3) we have that Hu(·, u, v), Hv(·, u, v) ∈ L1(Ω). In-
deed, Young’s inequality and (H3) gives |Hu(x, u, v)|, |Hv(x, u, v)| ≤ C(|u|p+ |v|q+
1) and, with (3.2),∫

Ω

|u|p + |v|q + 1 dx ≤ C(∥u∥p
Eθ

s
+ ∥v∥q

E2−θ
s

+ 1).

To conclude, in view of Prop. 2.8, it suffices to show that (u, v) is a distributional
solution. Taking ψ = 0 in (3.4) gives that

(3.5)

∫
Ω

Aθ
sφA

2−θ
s v dx =

∫
Ω

Hu(x, u, v)φdx for any φ ∈ Eθ
s .

Since {ϕk,s} is an orthonormal basis of L2(Ω) we can rewrrite the l.h.s. of (3.5) as∑
k≥1

λ
θ
2

k,sφkϕk,s,
∑
j≥1

λ
2−θ
2

j,s vjϕj,s


L2

=
∑
k≥1

λk,sφkvk.

where we denoted φk = (φ, ϕk,s)L2 and vj = (vj , ϕj,s)L2 . Taking φ ∈ C∞
c (Ω), so

that (−∆)sφ =
∑

k≥1 λk,sφk ∈ L2(Ω), we can rewrite (3.5) as∫
Ω

v(−∆)sφdx =

∫
Ω

Hu(x, u, v)φdx.

This shows that v is a distributional solution. We can verify in the same way that
u is a distributional solution taking φ = 0 in (3.4). □

We finish this section with the proof of the regularity result for weak solutions
to (1.10), that is Corollary 1.2.

Proof of Corollary 1.2. We first recall that if f ∈ Lp(Ω) for some p ≥ 2n/(n+ 2s),
then f ∈ H−s(Ω) so that the equation (−∆)su = f in Ω has a unique finite energy
solution u ∈ Hs

0(Ω) (see Definition 2.3). According to [4, Theorem 1.4], u belongs

in fact to u ∈W 2s,p
loc (Ω).
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The proof of Corollary 1.2 will thus follow once we can prove that Hu(·, u, v) and
Hv(·, u, v) belong to L2n/(n+2s)(Ω), where (u, v) is the solution given by Theorem
1.1. Let us assume w.l.o.g. that p ≤ q. In view of the growth assumption (H3), we

thus need u ∈ Lp q−1
q

2n
n+2s (Ω and v ∈ L(q−1) 2n

n+2s (Ω). Since u ∈ HsθΩ) ↪→ L
2n

n−2sθ (Ω)

and v ∈ HsθΩ) ↪→ L
2n

n−2s(2−θ) (Ω), we need

(3.6) p
q − 1

q

2n

n+ 2s
≤ 2n

n− 2sθ
, and (q − 1)

2n

n+ 2s
≤ 2n

n− 2s(2− θ)
.

Notice that if q ≤ 2n
n−2s then q−1

q
2n

n+2s ≤ 1 so that (3.6) is a consequences of

(3.1).
When q > 2n

n−2s then (3.6) implies (3.1). Notice that (3.6) holds for some θ ∈
(0, 2) if we assume that

1

q − 1
+

q

p(q − 1)
≥ 2

n− 2s

n+ 2s
.

Notice eventually that, since q ≥ p, this inequality holds in particular if q < 2n/(n−
2s). □

4. Proof of Theorem 3.2: Existence of θ-weak solution.

In order to finish the proof of our main result, Theorem 1.1, it remains to prove
the existence of a θ−weak solution i.e. the energy function

(4.1) Jθ(u, v) =

∫
Ω

Aθ
suA

2−θ
s v dx−

∫
Ω

H(x, u, v) dx (u, v) ∈ Eθ
s × E2−θ

s

possesses a critical point. Recall that θ ∈ (0, 2) satisfies (3.1). We start by proving
standard properties of Jθ.

Proposition 4.1. The functional Jθ defined in (3.3) is of class C1 and its deriv-
ative is given by

J ′
θ(u, v)(φ,ψ) =

∫
Ω

(
Aθ

suA
2−θ
s ψ +Aθ

sφA
2−θ
s v −Hu(x, u, v)φ−Hv(x, u, v)ψ

)
dx.

for every (φ,ψ) ∈ Eθ
s × E2−θ

s .

Proof. Let (u, v), (φ,ψ) ∈ Eθ
s × E2−θ

s and define the corresponding Fourier coeffi-
cients

uk = (u, ϕk,s), vk = (v, ϕk,s), ψk = (ψ, ϕk,s), φk = (φ, ϕk,s).

Then,

Jθ(u+ tφ, v + tψ)

=

∫
Ω

 ∞∑
k=1

λ
θ
2

k,s(uk + tφk)ϕk,s

∞∑
j=1

λ
2−θ
2

j,s (vj + tψj)ϕj,s −H(x, u+ tφ, v + tψ)

 dx.
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Taking the derivative at t = 0 gives

d

dt

∣∣∣
t=0

Jθ(u+ tφ, v + tψ)

=

∫
Ω

 ∞∑
k=1

λ
θ
2

k,sφkϕk,s

∞∑
j=1

λ
2−θ
2

j,s bjϕj,s +

∞∑
k=1

λ
θ
2

k,sakϕk,s

∞∑
j=1

λ
2−θ
2

j,s ψjϕj,s

 dx

−
∫
Ω

(Hu(x, u, v)φ+Hv(x, u, v)ψ) dx

=

∫
Ω

(
Aθ

suA
2−θ
s ψ +Aθ

sφA
2−θ
s v −Hu(x, u, v)φ−Hv(x, u, v)ψ

)
dx.

The terms involving the derivatives of H are well defined. Indeed by (3.2) and
Hölder’s inequality,∫

Ω

|u|p−1|φ| dx ≤ ∥u∥p−1
Lp(Ω)∥φ∥Lp(Ω) ≤ ∥u∥p−1

Eθ
s
∥φ∥Eθ

s
,∫

Ω

|v|q
p−1
p |φ| dx ≤ ∥v∥

(p−1)q
p

Lq(Ω) ∥φ∥Lp(Ω) ≤ ∥v∥
(p−1)q

p

E2−θ
s

∥φ∥Eθ
s
.

Therefore, using assumption (H3) we have that∫
Ω

|Hu(x, u, v)|φ| dx ≤ C(∥u∥p−1
Eθ

s
+ ∥v∥

(p−1)q
p

E2−θ
s

+ 1)∥φ∥Eθ
s
.(4.2)

Similarly, ∫
Ω

|Hv(x, u, v)ψ| dx ≤ C(∥v∥q−1

E2−θ
s

+ ∥u∥
(q−1)p

q

Eθ
s (Ω)

+ 1)∥ψ∥E2−θ
s

.(4.3)

Usual arguments show that Jθ is Fréchet differentiable and J ′
θ is continuous. □

Following sections 2 and 3 of [6], we will prove that Jθ has a critical point
applying the following minmax Theorem (proved in [8]):

Theorem 4.2. Let E be a Hilbert space such that E = X ⊕ Y for some subspaces
X,Y ⊂ E. Let Φ : E → R be a C1 functional satisfying the Palais-Smale condition
and having the following structure:

Φ(z) =
1

2
⟨Lz, z⟩+H(z),

where

(I1) L : E → E is a linear, bounded and self adjoint operator,

(I2) H′ is compact,

and there exist two linear, bounded, invertible operators B1, B2 : E → E such that
for any ω ≥ 0 the operator

(I3) B̂(ω) = PXB
−1
1 exp(ωL)B2 : X → X

is invertible. Here Px denotes the projection of E onto X.
Furthermore, given ρ > 0, z+ ∈ Y \{0}, σ > ρ/∥B−1

1 B2z+∥ and M > ρ, define

S = {B1z : ∥z∥ = ρ, z ∈ Y },
Q = {B2(tz+ + z) : 0 ≤ t ≤ σ, ∥z∥ ≤M, z ∈ X}.
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Assume eventually there exists δ > 0 such that

(I4) Φ(z) ≥ δ ∀z ∈ S,

(I6) Φ(z) ≤ 0 ∀z ∈ ∂Q

where ∂Q denotes the boundary of Q relative to {B2(tz+ + z) : t ∈ R, z ∈ X}.
Then Φ possesses a critical point with critical value greater or equal than δ.

In order to be self-contained, we will sketch the proof of all the hypotheses, only
providing the proof of those that we consider important. For a more detailed proof,
please refer to sections 1, 2, and 3 of [6].

Consider the Hilbert space E := Eθ
s×E2−θ

s with the inner product (., .)E induced
by those of Eθ and E2−θ. The continuous and symmetric bilinear form B : E×E →
R defined as

B((u, v), (φ,ψ)) =

∫
Ω

(
Aθ

suA
2−θ
s ψ +Aθ

sφA
2−θ
s v

)
dx

induces the self adjoint bounded linear operator L : E → E defined by

(Lz, ν)E = B(z, ν),

which is explicitly given by

(4.4) L(u, v) = ((Aθ
s)

−1A2−θ
s v, (A2−θ

s )−1Aθ
su).

Introducing the quadratic form

Q(z) =
1

2
(Lz, z)Es

=

∫
Ω

Aθ
suA

2−θ
s v dx ∀ z = (u, v) ∈ E,

and the Nemytskii operator

H(z) =

∫
Ω

H(x, u, v) dx z = (u, v),

we have
Jθ(z) = Q(z)−H(z).

Next, from hypothesis H0 and (H3), and (3.2) Proposition 4.1, H is C1 with H′

compact. Assumptions (I1) and (I2) are thus satisfied.
Now, we focus on the eigenvalue problem for L. In view of (4.4),

(4.5) L(u, v) = λ(u, v) ⇔

{
(Aθ

s)
−1A2−θ

s v = λu

(A2−θ
s )−1Aθ

su = λv.

Since Aθ
s and A2−θ

s are isomorphisms of L2(Ω), λ cannot be zero and we get the
following equality

(4.6) v = λ2v.

Therefore, λ = 1 or λ = −1 with the corresponding eigenspaces

E+ = {(u, (A2−θ
s )−1Aθ

su) : u ∈ Eθ
s}

and
E− = {(u,−(A2−θ

s )−1Aθ
su) : u ∈ Eθ

s}.
Notice that E+ and E− are orthogonal for (·, ·)E and Es = E+

s ⊕ E−
s . Moreover

for z = z+ + z−, z± ∈ E±
s ,

(4.7) B(z+, z−) = 0,
1

2
∥z∥2Es

= Q(z+)−Q(z−).
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Next, we prove the Palais-Smale condition for Jθ.

Proposition 4.3. Jθ satisfies the Palais-Smale condition.

Proof. Let {(un, vn)}n∈N be a sequence in Eθ
s × E2−θ

s such that

|Jθ(un, vn)| ≤ C and J ′
θ(un, vn) → 0 as n→ ∞.

The condition on the derivative implies that there is a sequence {εn} converging to
0 such that

(4.8) |(J ′
θ(un, vn), η)| ≤ εn∥η∥Eθ

s×E2−θ
s

∀η ∈ Eθ
s × E2−θ

s .

Take

ηn =
pq

p+ q

(
un
p
,
vn
q

)
,

we get

c+ εn∥ηn∥ ≥ Jθ(un, vn)− J ′
θ(un, vn)ηn

≥ pq

p+ q

∫
Ω

1

p
Hu(un, vn, x)un +

1

q
Hv(un, vn, x)vn −H(un, vn, x) dx

+

(
pq

p+ q
− 1

)∫
Ω

H(un, vn, x) dx.

In view of (H1) and (pq0) we deduce that

C(1 + ∥(un, vn)∥) ≥
∫
Ω

H(un, vn, x) dx.

Independently, it follows from (H1) that H(x, u, v) ≥ C(|u|p + |v|q)− C. Thus

(4.9)

∫
Ω

|un|p + |vn|q dx ≤ C(1 + ∥un∥Eθ
s
+ ∥vn∥E2−θ

s
).

Next, taking η = (ϕ, 0) with ϕ ∈ Eθ
s in (4.8) gives∣∣∣∣∫

Ω

Aθ
sϕA

2−θ
s vn dx

∣∣∣∣ ≤ ∫
Ω

|Hu(un, vn, x)ϕ| dx+ εn∥ϕ∥Eθ
s
.

We can bound the integral in the r.h.s. using (4.2) to get∣∣∣∣∫
Ω

Aθ
sϕA

2−θ
s vn dx

∣∣∣∣ ≤ c4(∥un∥p−1
Lp(Ω) + ∥vn∥

(p−1)q
p

Lq(Ω) + 1)∥ϕ∥Eθ
s

ϕ ∈ Eθ
s .

Since Aθ
s is an isometry between Eθ

s and L2, we can rewrite this inequalty as

(A2−θ
s vn, ψ)L2 ≤ c4(∥un∥p−1

Lp(Ω) + ∥vn∥
(p−1)q

p

Lq(Ω) + 1)∥ψ∥L2 ψ ∈ L2

from which it follows that

(4.10) ∥vn∥E(2−θ)
s

= ∥A2−θ
s vn∥L2 ≤ c4(∥un∥p−1

Lp(Ω) + ∥vn∥
(p−1)q

p

Lq(Ω) + 1).

Analogously,

(4.11) ∥un∥Eθ
s
≤ c5(∥vn∥q−1

Lq(Ω) + ∥un∥
p(q−1)

q

Lq(Ω) + 1).

Plugging these two estimates in (4.9) gives

∥un∥pp + ∥vn∥qq ≤ C(1 + ∥un∥p−1
Lp(Ω) + ∥vn∥

q(p−1)
p

Lq(Ω) + ∥vn∥q−1
Lq(Ω) + ∥un∥

p(q−1)
q

Lq(Ω) ).
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It follows that the sequence {(un, vn)} is bounded in Lp(Ω)×Lp(Ω). Coming back
to (4.10)-(4.11), we finally deduce that {(un, vn)} is bounded in Eθ

s × E2−θ
s .

Finally, from the compactness of H′ and the invertibility of L there exists a
subsequence that converge in Eθ

s × E2−θ
s . □

Now, we consider the study of geometric characteristics of Jθ .
The orthogonal projections P± : Eθ

s × E2−θ
s → E± are defined as

P±(u, v) =
1

2
(u±A−θA2−θv, v ±A−(2−θ)Aθu).

where we denoted A−θ = (Aθ)−1 and A−(2−θ) = (A2−θ)−1.
Now we choose numbers µ > 1, ν > 1 such that

(4.12)
1

p
<

µ

µ+ ν
and

1

q
<

ν

µ+ ν
.

and define B1(u, v) = (ρµ−1u, ρν−1v), B2(u, v) =
(
σµ−1u, σν−1v

)
. Eventually we

take some (u+, v+) ∈ E+ with u+ an eigenvector of −∆s. Then (I4)-(I6) hold.
Finally, we can conclude that Jθ satisfies all the hypotheses of Theorem 4.2. There-
fore, it has a critical point.

5. Extensions.

The proof of [6] in which our existence result Theorem 1.1 is based, can be
adapted to a wider class of operators. Indeed we can replace (−∆)s by a symmetric
operator L : Dom(L) ⊂ L2(Ω) → L2(Ω) that can be diagonalized with positive
eigenvalues in an orthonormal basis {ϕk} of L2(Ω). Assume also Dom(L) contains
C∞

c (Ω) and is continuously embedded into H2s(Ω) for some s > 0. We can then
consider as in section 2.3 the fractional power Aθ

s : D(Aθ
s) ⊂ L2(Ω) → L2(Ω), θ ∈

[0, 2], of L 1
2 . Choosing p, q satisfying (3.1), the same proof as before gives the

existence of a distributional solution to the system

Lu = Hu(x, u, v),

Lv = Hv(x, u, v)

(the boundary condition is incorporated in the definition of Dom(L)). Here distri-
butional solution means that

(u,Lϕ)L2 = (Hu(x, u, v), ϕ)L2 ,

(v,Lϕ)L2 = (Hv(x, u, v), ϕ)L2

for any ϕ ∈ C∞
c (Ω).

As examples of such L we can consider the following immediate generalization
of (−∆)s:

LKu(x) = PV

∫
Rn

(u(x)− u(y))K(x, y) dy

where K : Ω×Ω\{(x, x) : x ∈ Ω} → R is symmetric and satisfies C|x− y|−(n+2s) ≤
K(x, y) ≤ C ′|x− y|−(n+2s). Lower order perturbation can also be added:

Lu(x) = LKu(x) + LK′u(x) + au(x)

where K′ is as K with a s′ < s, and a is a L∞ function such that inf a > −λ1 where
λ1 is 1st eigenvalue of LKu(x) + LK′u(x) (so that L is positive).
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We can also consider local-non local operator like

Lu = −∆u+ LKu(x) + au

or

Lu = −∆u+∆Ju+ au

where

∆Ju(x) = J ∗ u(x)− u(x) =

∫
J(x− y)(u(y)− u(x))dy

for some smooth even non-negative function J with compact support and
∫
J = 1.

The proofs for these extensions are easy adaptations of the ones presented here
and the details are left to the interested reader.
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