A Linear Time Algorithm for a Matching Problem
on the Circle

Carlos A. Cabrelli Ursula M. Molter

Departamento de Matematica
Facultad de Ciencias Exactas y Naturales
Universidad de Buenos Aires
Ciudad Universitaria, Pabellon I
1428 Capital Federal
ARGENTINA*

Keyworns: Algorithms, Computational Complexity, Minimal Matching.

*Partially supported by Grants UBACyT EX048 and CONICET, PIA 6246/96



1 Introduction

Given two ordered sets of n points on the line A = {ay,...,a,},B =
{b1,...,b,}, a matching between them is a bijection from A onto B. Each
matching is characterized by a permutation ¢ of {1,...,n} (i.e., to each q;

there is a corresponding b,(;)). The cost of the matching pair (a;,by(;)) is
the distance between the points of the pair. The cost of the matching, is the
sum of the cost of each pair in the matching.

The minimal matching problem is to find a matching which minimizes the
cost.

It is known, that when the sets are on the line, a minimal matching is given
by the identity permutation, that is (a1, b1), (ag,b2),..., (a,,b,) [4], [11].
Actually, there could be many minimal matchings, for example, if the point
sets are separated.

Let us now consider the same problem in the circle. The points here are
ordered by its angle, and the distance between two points is the angle between
them. This problem was studied in [4], [11], [7] and [2]. In [10] it is shown
that when the sets are not necessarily ordered, to find the minimal cost
matching requires at least Q(nlogn) operations. When the sets are ordered,
they describe an O(nlogn) algorithm to find the minimal cost matching.

In this paper we describe a simple linear time algorithm to find a minimal
matching for two ordered sets in the circle. This is done by showing that
the problem can be reduced to a weighted median problem which has been
proven to be of linear complexity.

The minimal matching problem can be related to the computation of the
Kantorovich-Hutchinson distance between measures ([3]).

2 The matching problem on the unit circle

Following the notation in [10], let A = {ay,...,a,} and B = {by,...,b,}
be two ordered sets of points on the unit circle, 0 < a;,b; < 27, C =
{c1,...,can} be the sorted union of A and B and £(a, b) the distance between
the points @ and b.



Define for a € [0, 27)

Fale) = #{ita; <o}
Fp(a) = #{i:b; < a}
and F = F4—-Fg.

In [10] it was shown that the cost of a minimal matching is given by:

(2.1) min /:Tr

F(z) — F(s)| dz.

0<s<27
Since I’ takes only a finite number of values y; = F(e1),...,y2, = F(c2,)
then (2.1) becomes
(2.2) ISH;HSHMZ lyi — yjldi,

7

where dy = (c1,¢2,) and d; = l(ciycimq) 1=2,...,2n .

3 The weighted median problem

Given x4, ..., 2, , m unsorted real numbers with associated weights wq, ..., w,,
the weighted median problem is to find

m
xrré%Zwﬂm — z4].
=1

In the case that all the weights are equal to one, the problem consists in
finding the median of m numbers.

The solution will always be given by one of the points, therefore the problem

becomes to solve
m

1213% ; wilz; — 4.
The weighted median problem is known to be a O(n) problem.

Linear time algorithms for the median problem are found in [1], [6], [8], [9]
and [5] provides a comparative study of these algorithms.



4 A linear time algorithm for the matching prob-
lem on the circle

From formula (2.2), it is clear that the minimal matching turns out to be a
weighted median problem, where the points z; are the values F'(¢;) and the
weights w; the distance between two consecutive points on the circle.

As mentioned before, in the case that the sorted points are on the line, the
minimal matching is found by pairing the numbers in order i.e. (a;,b;).
When looking at the problem in the circle, in [10] it is shown that one can
transform the problem into a problem on the line, by cutting the circle at
some particular point. Any solution to (2.2). is a suitable point for cutting.
The reason for this is rather technical, and we refer the reader to [10]. In
that paper, to find that point, they sort the values of F'(c;).

However, the cutting point can be found using the weighted median algo-
rithm, which avoids sorting the values of F'(¢;) and therefore downsizes the
complexity to linear time. The algorithm can be described by:

Given the ordered points c;,

1. Calculate the values y; = F(e;) = #{s:a, < ¢;} — #{s 1 bs < ¢;}.
2. Calculate d; = {(c;-1,¢;).

3. Use {y;} and {d;} as input for any of the weighted median algorithms.
The output will be a pair (jo, ¢min) Where y;, is the point that produces
the minimum cost and emin = > w;|y; — y;,| will be the minimum cost.

4. Cut the circle at ¢, and solve the problem on the line, i.e. match the
elements in the sets sequentially starting at ¢;, and moving clockwise.

5 Example

Let us consider the same example as in [10]. Let A = {0,3,5,5} and B =
{1,1,2,4} be two sets of points in [0, 27).



Then C' ={0,1,1,2,3,4,5,5} and F = {0,1,1,—-1,-2,—1,-2, —2}.

Figure 1

The j* element of the set F' corresponds to F(c;) and finally the set D =
{27 —5,1,0,1,1,1,1,0} is the set of all distances, that is it’s j* element is
d; = {(cj—1,¢;). We then have the table:

Table 1

The entries of the last row of the table correspond to 3=, d;|F(c;) — | for all
possible values of v € F. Then the minimum value, as shown in the table,
is 2 — 1 and corresponds to s € [0,27) where F(s) = —1. We see that this
occurrs at ¢4 and cg. That means that we can cut the circle at any point in
the intervals (1,2] and (3, 4] and then the minimal matching will be given by
<3,2>,<5,4>,<5,1>,<0,1>.
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Table 1

ci | F(e) | di | [F(e;) = O] | [F(e;) = 1| [F(e;) = (=D | [F(e;) = (=2)]
0 0 27— 5 0 1 1 2
1 1 1 1 0 2 3
1 1 0 1 0 2 3
2 | -1 1 1 2 0 1
3 | -2 1 2 3 1 0
4 | -1 1 1 2 0 1
5 | -2 1 2 3 1 0
5 | -2 0 2 3 1 0
7 2+ 5 2 — 1 4T — b5
min




