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EXISTENCE OF MULTIWAVELETS IN Rn

CARLOS A. CABRELLI AND MARÍA LUISA GORDILLO

(Communicated by David R. Larson)

Abstract. For a q-regular Multiresolution Analysis of multiplicity r with
arbitrary dilation matrix A for a general lattice Γ in Rn, we give necessary
and sufficient conditions in terms of the mask and the symbol of the vector
scaling function in order that an associated wavelet basis exists. We also show
that if 2r(m − 1) ≥ n where m is the absolute value of the determinant of
A, then these conditions are always met, and therefore an associated wavelet
basis of q-regular functions always exists. This extends known results to the
case of multiwavelets in several variables with an arbitrary dilation matrix A
for a lattice Γ.

1. Introduction

The concept of Multiresolution Analysis (MRA) due to Mallat [Mal89] and Meyer
[Mey92] provided the first systematic way to construct orthonormal wavelet bases
of L2(R) (i.e., orthonormal bases generated by translations and dilations of a single
function). They showed that for every MRA there exists an associated orthonormal
wavelet basis. The rich structure of MRA is generated by another function (the
scaling function) that satisfies a certain self-similarity condition. The problem of
constructing orthonormal wavelets was then shifted to the problem of constructing
MRAs. Using this structure, Daubechies [Dau88] was able to prove the existence
of compactly supported orthonormal wavelets with arbitrary regularity on the line.
After these results, the theory was generalized to different directions in the search
for better wavelets bases with prescribed properties. In particular, the concept of
MRA was extended in higher dimensions, with dilation matrix 2In. In that case,
2n−1 wavelets are required to generate the basis. The use of dilation matrices other
than 2In allowed the construction of wavelet bases using fewer wavelets. A further
generalization consists in considering MRAs generated by a finite number of scal-
ing functions. The wavelets associated to these MRAs are known as multiwavelets.
There is an extensive literature in multiwavelets; see for example [Alp93], [GLT93],
[GHM94], [HC96], [HSS96], [CDP97], [Ald97], [JRZ99], [Cal99] and [CHM99]. Fi-
nally the lattice Zn can be replaced by any general lattice in Rn. For each of these
generalizations it is important to know if and under which conditions an associated
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wavelet basis exists. This problem has been studied for particular cases of impor-
tance in [Gro87], [Mey92], [Che97], [Woj97], [AK97] and [DS97], but none of these
provide a treatment valid for all generalizations. In this paper we are concerned
with q-regular multiwavelets (see Definition 2.2). We give necessary and sufficient
conditions in terms of the mask and the symbol of the scaling function for the exis-
tence of an associated wavelet basis. We prove these results for the very general case
of orthonormal regular multiwavelets in higher dimensions for an arbitrary dilation
matrix A for a lattice Γ. These wavelets are associated to an MRA of multiplicity
r (i.e., r scaling functions). In particular we show that if a wavelet basis exists,
then it is required to have (det(A) − 1)r wavelet functions. We further prove that
if a regular MRA of multiplicity r in Rn is given and 2r(det(A)− 1) ≥ n, then the
necessary and sufficient conditions hold and a set of regular multiwavelets always
exists. The regularity of the wavelets is at least of the same order as the regularity
of the scaling functions.

2. Lattices, tiles and Multiresolution Analysis

Let Γ be an arbitrary lattice in Rn (i.e., Γ = R(Zn) with R any invertible n× n
matrix with real entries), and let Γ̃ denote the dual lattice, that is Γ̃ = (R∗)−1(Zn).
(Here ∗ denotes transpose conjugate.) Now let K and K̃ be fundamental domains
for these lattices e.g., K = R([0, 1)n) and K̃ = (R∗)−1([0, 1)n) and set κ = |det(R)|.

Let A be a dilation matrix for Γ, i.e., A(Γ) ⊂ Γ and every eigenvalue λ of A
satisfies |λ| > 1. Then A∗ is a dilation for Γ̃. The determinant of a dilation matrix
for a lattice is always an integer and its absolute value is the number of cosets of
the quotient group Γ/A(Γ). A digit set for A and Γ is any set of representatives of
this group.

Let us call B = A−1 and m = |det(A)|. Given a digit set D .= {d0, . . . , dm−1}
for A and Γ, the set Q .= {

∑∞
k=1 A

−kξk : ξk ∈ D} is compact and always satisfies
(see [GM92], [Hut81]) that Q+ Γ = Rn and the self-similarity condition

A(Q) =
m−1⋃
s=0

Q+ ds.

The measure ofQ is equal to the measure of the fundamental domain K of Γ, if and
only if Q∩ (Q+ k) has measure zero for every k ∈ Γ \ {0}. In that case Q is a tile
in the sense that the Γ-translates {Q + k}k∈Γ cover Rn with overlaps of measure
zero. For a given dilation matrix it is not always true that there exists a digit set
with the property that Q is a tile. (A counterexample was found in [Pot97].)

In this paper we will assume that a digit set D for A and Γ exists such that Q
is a tile, i.e. the measure of Q is κ. Without loss of generality we will assume that
d0 = 0.

We will denote by Γh the coset AΓ + dh, h = 0, . . . ,m− 1.
We will also assume that a digit set D̃ .= {γ0, . . . , γm−1} for the matrix A∗ and

the lattice Γ̃ exists, such that the set Q̃ .= {
∑∞
k=1(A∗)−kξk : ξk ∈ D̃} has measure

1/κ. Consequently, Q̃ is compact, tiles the space by Γ̃-translates and satisfies the
self-similarity condition

A∗(Q̃) =
m−1⋃
s=0

Q̃+ γs.
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The systems { 1√
κ
e−2πiγ·ω}γ∈Γ̃ and {

√
κ e−2πik·ω}k∈Γ are orthonormal bases of

L2(Q) and L2(Q̃) respectively.

2.1. A matrix of exponentials. The following lemma, that we will need later, is
a consequence of known orthogonality relations between characters of a group. We
will give a direct short proof here.

Lemma 2.1. Let A be a dilation matrix for a lattice Γ, with |det(A)| = m. If D
and D̃ are digit sets for A and A∗, respectively, then the m×m matrix Θ defined
by

Θ =
{

1√
m
e−2πi(A−1d·γ)

}
(d,γ)∈D×D̃

is unitary.

Proof. For functions f, g : D → C we define the symbol [f, g] =
∑
d∈D f(d) g(d).

We consider in D the group operation from Γ/A(Γ). If now for each γ ∈ D̃ we
consider fγ to be the column γ of Θ, i.e. fγ(d) = 1√

m
e−2πi(A−1d·γ), d ∈ D, we will

show that [fγ1 , fγ2 ] = δγ1γ2 . Note that by the definition of fγ , fγ(−d) = fγ(d) and
also fγ1 = fγ2 if and only if γ1 = γ2.

Now fix any d0 ∈ D and consider

fγ1(d0)[fγ1 , fγ2 ] =
∑
d∈D

fγ1(d0) fγ1(d) fγ2(d) =
∑
d∈D

fγ1(d0 + d)fγ2(d)

=
∑
d∈D

fγ1(d) fγ2(d− d0) =
∑
d∈D

fγ1(d) fγ2(−d0) fγ2(d) = fγ2(d0) [fγ1 , fγ2 ].

Then (fγ1 − fγ2)(d)[fγ1 , fγ2 ] = 0 for each d ∈ D. This shows that if γ1 6= γ2, then
[fγ1 , fγ2 ] = 0. Otherwise, if γ1 = γ2, then [fγ1 , fγ2 ] =

∑
d∈D |fγ1(d)|2 = #D 1

m = 1,
which completes the proof.

2.2. Multiresolution Analysis. A Multiresolution Analysis (MRA) of multiplic-
ity r associated to a dilation matrix A and a lattice Γ is a sequence of closed
subspaces {Vj}j∈Z of L2(Rn) which satisfy:

P1 Vj ⊂ Vj+1 for each j ∈ Z,
P2 g(x) ∈ Vj ⇐⇒ g(Ax) ∈ Vj+1 for each j ∈ Z,
P3

⋂
j∈Z
Vj = {0},

P4
⋃
j∈Z
Vj is dense in L2(Rn), and

P5 there exist functions ϕ1, . . . , ϕr ∈ L2(Rn) such that the collection of lattice
translates {ϕi(x− k)}k∈Γ, i=1,...,r forms an orthonormal basis for V0.

If these conditions are satisfied, then the vector function ϕ = (ϕ1, . . . , ϕr)T is
referred to as a scaling vector for the MRA.

Definition 2.2 ([Mey92]). Let q be a non-negative integer. A function f on Rn is
q-regular if f is in the class Cq and

∣∣ ∂α
∂xα f(x)

∣∣ ≤ Ck
(1+|x|)k for each k = 0, 1, 2, . . .

and each multi-index α with |α| ≤ q. A q-regular MRA is an MRA where the
scaling vector is q-regular.
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Given an MRA we define, as usual, the subspacesWj ≡ Vj+1�Vj , j ∈ Z, i.e.,
Wj is the orthogonal complement of Vj in Vj+1. We seek a set of functions in V1

whose lattice translates form an orthonormal basis of W0, i.e., a set of functions
f1, . . . , fl ∈ V1 such that the system {fi(x − k) : i = 1, . . . , l, k ∈ Γ} is complete
and orthonormal inW0. If such a set of functions exists, then the MRA structure
will guarantee that the set {mj/2fi(Ajx − k) : i = 1, . . . , l, j ∈ Z, k ∈ Γ} is an
orthonormal basis of L2(Rn). We will show that it is necessary to have exactly
(m − 1)r functions to generate the basis and that a set of functions with this
property always exists provided that 2(m− 1)r ≥ n. Note that in this case (since
V0 ⊥W0 and V1 = V0⊕W0) the system {ϕi(x−k) , fsi(x−k) : i = 1, . . . , r, s =
1, . . . ,m− 1, k ∈ Γ} forms an orthonormal basis of V1.

Therefore, the problem reduces to completing the set of vectors {ϕi(x−k) : i =
1, . . . , r, k ∈ Γ} to an orthonormal basis of V1.

The following proposition, that we will need later, is an immediate generalization
of the one-dimensional case (see for example [AK97]).

Proposition 2.3. The system {ϕi(x − k), i = 1, . . . , r, k ∈ Γ} is orthonormal if
and only if

∑
γ∈Γ̃ ϕ̂(w + γ)ϕ̂∗(w + γ) = κ Ir.

3. Characterization of the subspace V1

From now on we assume that an MRA of multiplicity r associated to a dilation
matrix A and a lattice Γ in L2(Rn), with scaling vector ϕ = (ϕ1, . . . , ϕr)T ∈
L2(Rn,Cr), is given. From the properties of the MRA we see that the system

{m 1
2ϕi(Ax− k) : i = 1, . . . , r, k ∈ Γ}

form an orthonormal basis of V1. This means that for each f = (f1, . . . , fr)T with
fi ∈ V1, i = 1, . . . , r, there exists a unique sequence α = {αk}k∈Γ of r× r matrices
with complex entries such that

f(x) =
∑
k∈Γ

αkϕ(Ax − k).(3.1)

The (s, t) entry of αk is αstk = m〈fs(x), ϕt(Ax − k)〉, and
∑

k∈Γ |αstk |2 < +∞ for
s, t = 1, . . . , r.

Let f̂ denote the Fourier Transform of the vector f (i.e., f̂ = (f̂1, . . . , f̂r)T , where
f̂s(w) =

∫
Rn fs(x)e−2πix·wdx). Then equation (3.1) can be written in the Fourier

domain as f̂(ω) = Mf (B∗ω)ϕ̂(B∗ω), or f̂(A∗ω) = Mf (ω)ϕ̂(ω) with Mf (ω) =
1
m

∑
k∈Γ αke

−2πik·w .
Note that Mf ∈ L2(K̃,Cr×r); that is, Mf = (mst

f )s,t=1,...,r and mst
f is a Γ̃

periodic function for s, t = 1, . . . , r. We will call Mf the symbol of f .
It is clear that the converse also holds, that is, if M ∈ L2(K̃, Cr×r), then the

function g defined by ĝ(w) = M(B∗w)φ̂(B∗w) has components gs ∈ V1. It is
straightforward to see that

∑
t ‖mst

f ‖2L2(K̃)
= 1

κm‖fs‖2L2(Rn). The following propo-
sition summarizes the results just obtained:

Proposition 3.1. Assume f = (f1, . . . , fr)T ∈ L2(Rn,Cr). Then fs ∈ V1, s =
1, . . . , r, if and only if there exist Γ̃-periodic and K̃-square-integrable functions mst

f ,
s, t = 1, . . . , r, such that f̂(A∗ω) = Mf(ω)ϕ̂(ω) with Mf(ω) = (mst

f )s,t=1,...,r.
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Moreover,
r∑
s=1

r∑
t=1

‖mst
f ‖2L2(K̃)

=
1
κm

r∑
s=1

‖fs‖2L2(Rn).

Note that since the system {
√
m ϕ(Ax−k), k ∈ Γ} is an o.n.b. of V1, the matrix

Mf is unique defined for each f ∈ (V1)r up to a set of zero measure. Now we see
that Mf can be decomposed into the different cosets of Γ, that is

Mf = Mf0 + · · ·+Mf(m−1) with Mfh(ω) =
1
m

∑
k∈Γh

αke
−2πik·ω.

If we define

ufh(ω) =
1√
m

∑
k∈Γ

αAk+dhe
−2πik·ω with h = 0, . . . ,m− 1,(3.2)

then we obtain

Mfh(ω) =
e−2πidh·ω
√
m

ufh(A∗ω) and Mf (w) =
m−1∑
h=0

e−2πidh·ω
√
m

ufh(A∗ω).(3.3)

With this notation we have the following lemma:

Lemma 3.2. If f = (f1, . . . , fr)T and g = (g1, . . . , gr)T with fs, gt ∈ V1, then we
have for k and k′ in Γ,

[〈fs(x− k), gt(x− k′)〉]s,t=1,...,r = κ

∫
Q̃

(m−1∑
h=0

ufh(ω)u∗gh(ω)
)
e−2πi(k−k′)·ωdω.

(3.4)

Proof. Let us call H the left-hand side of (3.4). Then by Plancherel’s Theorem,
changing variables and using (3.1) we obtain

H = m

∫
Rn
Mf(ω)ϕ̂(ω)ϕ̂(ω)∗Mg(ω)∗e−2πiA(k−k′)·ωdω.

Since the symbols of f, g are Γ̃-periodic and Q̃ is a Γ̃-tile, we have

H = m

∫
Q̃
Mf (ω)(

∑
γ∈Γ̃

ϕ̂(ω + γ)ϕ̂∗(ω + γ))M∗g (ω)e−2πiA(k−k′)·ωdω.

Using that ϕ has orthonormal Γ-translates and Proposition 2.3 we have

H = mκ

∫
Q̃

(m−1∑
h=0

Mfh(ω)
)(m−1∑

h′=0

M∗gh′(ω)
)
e−2πiA(k−k′)·ωdω.

Now we observe that if h 6= h′, then∫
Q̃
Mfh(ω)M∗qh′(ω)e−2πiA(k−k′)·ωdω = 0.

To see this, note that the entries of Mfh are trigonometric series in which the
exponentials are of the type e−2πiγ·ω with γ ∈ Γh, and the entries of Mgh′ are
exponentials of the type e−2πiγ′·ω with γ′ ∈ Γh′ . Consequently, the products in the
integral will involve the exponentials

e−2πi(Ak+γ)·ωe2πi(Ak′+γ′)·ω,(3.5)
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and since h 6= h′, then Γh ∩ Γh′ = ∅. Thus Ak + γ 6= Ak′ + γ′, which implies that
the exponentials (3.5) are orthogonal. Hence we have

H = mκ

∫
Q̃

(m−1∑
h=0

Mfh(ω)M∗gh(ω)
)
e−2πi(k−k′)·A∗ωdω,

and using (3.3) and changing variables again we obtain

H =
κ

m

∫
A∗(Q̃)

(m−1∑
h=0

ufh(ω)u∗gh(ω)
)
e−2πi(k−k′)·ωdω.

Now since A∗(Q̃) =
⋃m−1
i=0 (Q̃+ γi), we obtain that

H = κ

∫
Q̃

(m−1∑
h=0

ufh(ω)u∗gh(ω)
)
e−2πi(k−k′)·ωdω.

4. Main results

Let us now consider m functions g0, . . . , gm−1 ∈ (V1)r and set

Ms = Mgs and ush = ugsh for h = 0, . . . ,m− 1.

We associate to the functions g0, . . . , gm−1 the following two block matrices:

U(g0, . . . , gm−1)(ω) =
[
ujh(ω)

]
j,h=0,...,m−1

(4.1)

and

M(g0, . . . , gm−1)(ω) =
[
Mj(ω +B∗γh)

]
j,h=0,...,m−1

,

where as before B = A−1. Note that U and M are matrix-valued Γ̃-periodic
functions (i.e., U(ω),M(ω) ∈ (Cr×r)m×m for each individual ω and U(ω + γ̃) =
U(ω),M(ω + γ̃) =M(ω), for all γ̃ ∈ Γ̃). It is easy to see that the matrix M is
unitary a.e. if and only if for each i, j = 0, . . . ,m− 1 we have

m−1∑
k=0

Mi(ω +B∗γk)M∗j (ω +B∗γk) = δi,j Ir×r for a.e. ω ∈ Rn.

A similar observation applies to U . With this notation we have the following
proposition. The proof is an adaptation of [Woj97], Prop. 5.9, for this more general
context.

Proposition 4.1. If Sl = {gjs(x− k) : j = 0, . . . , l− 1, s = 1, . . . , r, k ∈ Γ},
then we have:

(1) The system S1 is orthonormal if and only if the block vector (u0h)h=0,...,m−1

satisfy
∑m−1

h=0 u0hu
∗
0h = Ir a.e.

(2) For each l ≤ m, the system Sl is orthonormal if and only if the first l
block-rows of the matrix U are block orthonormal a.e. (i.e.,

∑m−1
h=0 uihu

∗
jh =

δi,jIr a.e., i, j = 0, . . . , l− 1).
(3) The system Sm is an orthonormal basis for V1 if and only if the block matrix
U(g0, . . . , gm−1) is unitary a.e.
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Proof. Define the r × r matrix

Hpq = [〈gps(x− k), gqt(x− k′)〉]s,t=1,...,r .

Using Lemma 3.2, we see that the entries of the matrix Hpq are the Fourier coeffi-
cients of order k − k′ of the Γ̃-periodic function

√
κ
∑m−1

h=0 uph(ω)u∗qh(ω).
For the proof of part (1) let us consider p = q = 0. If the function g0 has orthonor-

mal translates, then H00 = δkk′Ir , and this is equivalent to
∑m−1
h=0 u0h(ω)u∗0h(ω) =

Ir for a.e. ω.
For part (2) we see that Hpq = δpqIr if and only if

∑m−1
h=0 uph(ω)u∗qh(ω) = δpqIr.

Let us now prove part (3). For this, from part (2) we see that if the functions
g0, . . . , gm−1 have orthonormal translates, then the matrix U has to be unitary. So
we only need to see if the system Sm is complete. Assume not, and let g̃ ∈ V1 be
a function such that

〈g̃, gjs(x− k)〉 = 0 ∀ j = 0, . . . ,m− 1, s = 1, . . . , r, k ∈ Γ.

If g = (g̃, 0, . . . , 0)T , then ĝ(A∗ω) = Mg(ω)ϕ̂(ω) with Mg ∈ (L2(K̃))r×r. The ma-
trix Mg defines a block vector ug in the same way that the block vector us was
defined by the matrix Ms. The block vector ug is block orthogonal to each of the
block vectors (ui0, . . . , ui(m−1)) for s = 0, . . . ,m−1. That is, ug ≡ 0, which implies
g = 0.

As a consequence of Proposition 4.1, we see that it is necessary to have mr
functions to generate a basis of V1 by orthogonal lattice translates. The MRA
provides r of these functions (the scaling vector), and these generate the space
V0. The remaining (m− 1)r will generate the basis ofW0 and, consequently, the
wavelet basis when scaling is allowed. Thus, a corollary of Proposition 4.1 is that
a wavelet basis associated to our MRA requires (m − 1)r functions. In terms of
the unitary matrix U , this translates to the fact that the MRA provides the first r
rows and the wavelets the other (m− 1)r.

4.1. Necessary and sufficient conditions for the existence of a wavelet
basis. We will now see equivalent conditions for the existence of a wavelet basis.

If ϕ = (ϕ1, . . . , ϕr)T ∈ L2(Rn,Cr) is the scaling vector for an MRA, then ϕ
satisfies a refinement equation of the form

ϕ(x) =
∑
k∈Γ

ck ϕ(Ax− k),

for some matrices ck in Cr×r. The symbol of this refinement equation is the Γ̃-
periodic matrix-valued function M0 ∈ L2(K̃, Cr×r) defined by

M0(ω) =
1
m

∑
k∈Γ

ck e
−2πik·ω, ω ∈ Rn.

The function ϕ is the unique function satisfying ϕ̂(A∗ω) = M0(ω) ϕ̂(ω), ω ∈ Rn.
Now suppose that M1, . . . ,Mm−1 are in L2(K̃, Cr×r). Let us write these func-

tions together with the function M0 as

M`(ω) =
1
m

∑
k∈Γ

c`,k e
−2πik·ω, ` = 0, . . . ,m− 1.
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1420 C. A. CABRELLI AND MARÍA LUISA GORDILLO

In particular set c0,k = ck. Let ψ1, . . . , ψm−1 be the vector functions in L2(Rn,Cr)
whose Fourier transforms are defined by the formula

ψ̂`(A∗ω) = M`(ω) ϕ̂(ω), ` = 1, . . . ,m− 1.

We seek necessary and sufficient conditions on M1, . . . ,Mm−1 such that the lattice
translates of {ψ`,i : ` = 1, . . . ,m− 1, i = 1, . . . , r} will form an orthonormal basis
for W0. These will be formulated in terms of the matrix M(ϕ, ψ1, . . . , ψm−1)
known in the engineering literature as the modulation matrix, and also in terms of
the matrix U(ϕ, ψ1, . . . , ψm−1), known as the polyphase matrix.

Let us recall here the definitions ofM and U for these particular functions:

M(ϕ, ψ1, . . . , ψm−1) =
[
Mj(ω +B∗γh)

]
j,h=0,...,m−1

,

where γh are the digits in D̃, and

U(ϕ, ψ1, . . . , ψm−1) = [uj,h]j,h=0,...,m−1,

where ujh(ω) = 1√
m

∑
k∈Γ cj,Ak+dhe

−2πik·ω .

Theorem 4.2. Let {Vj}j∈Z be an MRA for L2(Rn) of multiplicity r. Then, using
the notation above, the following statements are equivalent :

(a) {ψ`,i(x− k)}k∈Γ, i=1,...,r, `=1,...,m−1 forms an orthonormal basis for W0.
(b) U is unitary a.e.
(c) M is unitary a.e.
(d) The matrix coefficients {cik}i = 0,...,m−1, k∈Γ satisfy

1
m

∑
k∈Γ

ci,k c
∗
j,k−Aν = δ0,ν δi,j Ir×r for every ν ∈ Γ and i, j = 0, . . . ,m− 1.(4.2)

Proof. The equivalence of (a) and (b) has been proved in Proposition 4.1.
To show the equivalence between (b) and (c) we will use Lemma 2.1. First, recall

that by (3.3),

Mj(ω) =
m−1∑
l=0

e−2πidl·ω
√
m

ujl(A∗ω) with ujl(ω) =
1√
m

∑
s∈Γ

cjAs+dle
−2πis·ω.

Now let 0 ≤ h ≤ m− 1 and γ ∈ D̃. We can write

Mh(ω +B∗γ) =
m−1∑
l=0

e−2πidl·(ω+B∗γ)

√
m

uhl(A∗(ω +B∗γ))

=
m−1∑
l=0

e−2πi(dl·B∗γ)

√
m

(
e−2πidl·ωuhl(A∗ω)

)
.(4.3)

For 0 ≤ t ≤ m− 1 consider the sum∑
γ∈D̃

e2πi(dt·B∗γ)Mh(ω +B∗γ) =
m−1∑
l=0

(∑
γ∈D̃

e−2πi((dl−dt)·B∗γ)

√
m

)
e−2πidl·ωuhl(A∗ω).

Now we use Lemma 2.1 to obtain
1√
m

∑
γ∈D̃

e2πi(dt·B∗γ)Mh(ω +B∗γ) = e−2πidt·ωuht(A∗ω),
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and therefore

uht(ω) =
∑
γ∈D̃

e2πi(dt·B∗γ)

√
m

e2πi(dt·B∗ω)Mh(B∗ω +B∗γ).(4.4)

Equations (4.3) and (4.4) show that U is unitary a.e. if and only if M is unitary
a.e., which shows the equivalence between (b) and (c).

Now we will prove that (c) is equivalent to (d). Let us first prove that ifM is
unitary, then the coefficients have to satisfy equation (4.2). SinceM is unitary, we
have ∑

γ∈D̃

Mi(ω +B∗γ)M∗j (ω +B∗γ) = δijIr×r for a.e. ω ∈ Rn.

Writing out the matrix products, this means

1
m2

∑
γ∈D̃

r∑
t=1

∑
k,k′∈Γ

cstik c
ht
jk′e

−2πi((k−k′)·(ω+B∗γ)) = δijδsh for a.e. ω ∈ Rn.

Changing variables and the order of summation (k − k′ = `) we obtain

1
m2

r∑
t=1

∑
k,`∈Γ

cstik c
ht
j(k−`)

∑
γ∈D̃

e−2πi(`·B∗γ)

 e−2πi(`·ω) = δijδsh for a.e. ω ∈ Rn.

Considering ` = Au + d, u ∈ Γ, d ∈ D, interchanging the order of summation, and
noting that e−2πi(Au·B∗γ) = 1, we have for a.e. ω ∈ Rn that

1
m2

∑
k,u∈Γ

∑
d∈D

r∑
t=1

cstik c
ht
j(k−Au−d)

∑
γ∈D̃

e−2πi(d·B∗γ)

 e−2πi(Au+d·ω) = δijδsh.

(4.5)

Now, note that
∑
γ∈D̃ e

−2πi(d·B∗γ) =
∑

γ∈D̃ e
−2πi(d·B∗γ) · e−2πi(0·B∗γ). Since we

assume that 0 ∈ D, this is just the dot product between rows d and 0 of the unitary
matrix { 1√

m
e−2πi(d·B∗γ)}d∈D,γ∈D̃ (see Lemma 2.1) and therefore the expression in

the square brackets is simply mδ0d. Therefore (4.5) becomes

1
m

∑
u∈Γ

[∑
k∈Γ

(
r∑
t=1

cstik c
ht
j(k−Au)

)]
e−2πi(u·A∗ω) = δijδsh for a.e. ω ∈ Rn.

Looking at the last equality, and interpreting it as the Fourier expansion of a
periodic function, we have that

1
m

∑
k∈Γ

(
r∑
t=1

cstik c
ht
j(k−Au)

)
= δ0uδijδsh, or

1
m

∑
k∈Γ

cik c
∗
j(k−Au) = δ0uδijIr×r,

which proves our claim. For the converse, note that all steps are reversible.

Thus, once an MRA has been found, we can construct a q-regular wavelet basis
for L2(Rn) if we can construct a particular unitary matrix function M(ω). For
each ω, the matrix M(ω) is of size rm × rm, and the first r rows of this matrix
are known. The q-regularity of ϕ implies that these first r rows are C∞ periodic
functions. If the remaining rows can be completed so thatM(ω) is C∞ and unitary
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a.e., then we can find the wavelets that generate the wavelet basis. The smoothness
ofM will imply the q-regularity of the wavelet functions.

The question of whether this completion can always be accomplished is a very
difficult open question. The single function multivariate case, with dilation 2In is
solved by the fundamental Lemma of Gröchenig [Gro87].

We will see in the next section that if (2m − 2)r ≥ n, then M(ω) can always
be completed so as to be smooth and unitary a.e. However, even in this case
it is usually difficult to complete the matrix in such a way that the associated
wavelets have some specific properties. For example, it is not known whether,
given a compactly supported vector scaling function, the matrix can be completed
so that the wavelet is compactly supported.

4.2. The matrix completion. In this section we will see that if 2(m−1)r ≥ n and
given r vectors vi ∈ C∞

(
K̃,Cmr

)
, such that {vi(ω) : i = 1, . . . , r} is an orthonormal

set for all ω ∈ Rn, then there exist vectors vi ∈ C∞
(
K̃,Cmr

)
, i = r + 1, . . . ,mr,

such that {v1(ω), . . . , vmr(ω)} is an orthonormal basis of Cmr for all ω ∈ K̃, or,
equivalently, the matrix with rows vTi (ω) is unitary for all ω ∈ Rn. This result is
a consequence of a proposition due to Ashino and Kametani [AK97] that extends
Gröchenig’s Lemma to the case of multiplicity r.

Proposition 4.3 ([AK97]). Let X be a real, compact, C∞ manifold with dimX=n,
and let s,n and d be positive integers satisfying 2(s− d) ≥ n.

Then, for all C∞-mappings fl : X −→ Cs, l = 1, . . . , d, having the property(
fk(x), fl(x)

)
= δkl for k, l ∈ {1, . . . , d}, x ∈ X,

there exist C∞-mappings fl : X −→ Cs, l = d+ 1, . . . , s, with the property(
fk(x), fl(x)

)
= δkl for k, l ∈ {1, . . . , s}, x ∈ X.

Now we will apply this proposition to prove the existence of a wavelet set.

Theorem 4.4. For each q-regular MRA of Rn of multiplicity r with general di-
lation A such that 2

(
|det(A)| − 1

)
r ≥ n, there exists a wavelet set containing(

|det(A)| − 1
)
r q−regular functions.

Proof. Set X = K̃, d = r and s = mr in Proposition 4.3 and define vj(ω) to be the
row j of the block vector

(
uϕ0(ω), . . . , uϕ(m−1)(ω)

)
, where uϕh is the matrix-valued

function defined in (3.2) and ϕ is the scaling vector. Since Proposition 4.1 (1) holds,
the vectors vj , j = 1, . . . , r, are orthonormal and we can apply Proposition 4.3 to
obtain (m − 1)r vectors vj , j = r + 1, . . . ,mr, to construct a unitary matrix with
rows vj(ω) for each ω ∈ Rn. This unitary matrix defines a block unitary matrix
U and consequently a block unitary matrixM. Therefore by Proposition 3.1 the
vector functions ψ1, . . . , ψm−1 constructed as in (4.1) form a wavelet set.
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Departamento de Matemática, FCEyN, Universidad de Buenos Aires, Ciudad Univer-

sitaria, Pabellón I, 1428 Capital Federal, Argentina, and CONICET, Argentina

E-mail address: cabrelli@dm.uba.ar
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