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Categorı́as de K-teorı́a algebraica bivariante y un espectro para la
K-teorı́a algebraica bivariante G-equivariante

Este trabajo se enfoca en el estudio de K-teorı́as algebraicas bivariantes universales.
Cortiñas y Thom construyeron en [2] una K-teorı́a bivariante, invariante por homotopı́a,
escisiva, M∞-estable y universal en la categorı́a Alg` de álgebras sobre un anillo unital
`. Más precisamente, construyeron una categorı́a triangulada kk junto con un funtor j :
Alg` → kk que verifica:

1. j manda morfismos (polinomialmente) homotópicos en morfismos iguales;

2. j manda sucesiones exactas cortas en Alg` que se parten como sucesiones de `-
módulos en triángulos distinguidos en kk;

3. j(A→ M∞A) es un isomorfismo, para toda álgebra A.

El funtor j es universal en el sentido de que cualquier otro functor Alg` → T con las
mismas propiedades —donde T es una categorı́a triangulada— se factoriza por j de
manera única. Independientemente de [2], Garkusha construyó en [6] distintas teorı́as
de homologı́a bivariantes, invariantes por homotopı́a, escisivas y universales en Alg`.
Todas estas teorı́as verifican (1) y (2), pero satisfacen condiciones de estabilidad dis-
tintas de (3). Los métodos usados por Garkusha son bien distintos de los usados por
Cortiñas-Thom: el primero construye sus categorı́as de K-teorı́a bivariante derivando
una categorı́a de Brown mientras que los segundos dan una descripción más explı́cita
de la categorı́a kk en términos de clases de homotopı́a de morfismos de ind-álgebras. En
esta tesis combinamos resultados de [5] con ideas desarrolladas por Cortiñas-Thom en
[2] y damos nuevas descripciones de las categorı́as de K-teorı́a bivariante definidas por
Garkusha en [6]. Nuestra construcción de la categorı́a de homotopı́a estable por lazos
sigue de cerca a la construcción hecha en [3, Section 6.3] en el contexto topológico. En
el camino, calculamos los grupos de homotopı́a del espacio de morfismos HomAlgk

(A, B∆)
para cualquier par de álgebras A y B, generalizando [2, Theorem 3.3.2]. Como aplicación
de esto último, damos una demostración simplificada de [5, Comparison Theorem A] sin
usar localización de Bousfield de categorı́as de modelos. Por último, usando el espectro
de K-teorı́a bivariante definido por Garkusha en [5], construı́mos un espectro simplicial
que representa a la K-teorı́a algebraica bivariante G-equivariante kkG definida por Euge-
nia Ellis en [4]. Además, mostramos que el teorema de Green-Julg [4, Theorem 5.2.1] y
la adjunción entre inducción y restricción [4, Theorem 6.14] se levantan a equivalencias
débiles de espectros.

Palabras clave: K-teorı́a algebraica bivariante, teorı́as de homologı́a bivariantes, espec-
tros de K-teorı́a bivariante, teorı́a de homotopı́a de álgebras, categorı́as trianguladas.
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Bivariant algebraic K-theory categories and a spectrum for
G-equivariant bivariant algebraic K-theory

This work is focused on the study of universal bivariant algebraic K-theories. Cortiñas
and Thom constructed in [2] a universal bivariant, homotopy invariant, excisive and M∞-
stable homology theory in the category Alg` of algebras over a unital ring `. More pre-
cisely, they constructed a triangulated category kk together with a functor j : Alg` → kk
that has the following properties:

1. j sends (polynomially) homotopic morphisms to the same morphism;

2. j sends short exact sequences in Alg` that split in the category of `-modules to
distinguished triangles in kk;

3. j(A→ M∞A) is an isomorphism, for any algebra A.

The functor j is universal in the sense that any other functor Alg` → T with the above
properties —where T is a triangulated category— factors uniquely trough j. Indepen-
dently of [2], Garkusha constructed in [6] various universal bivariant, homotopy invariant
and excisive homology theories in Alg`. All these theories have properties (1) and (2), but
they satisfy different stability conditions instead of (3). The methods used by Garkusha
are very different from the ones used by Cortiñas-Thom: the former constructs his bivari-
ant K-theory categories by means of deriving a Brown category and the latter give a more
explicit description of kk in terms of homotopy classes of morphisms of ind-algebras.
In this work we combine results from [5] with the ideas developed by Cortiñas-Thom
in [2] to give new descriptions of the bivariant K-theory categories defined by Garkusha
in [6]. Our construction of the loop-stable homotopy category closely follows that of
the suspension-stable homotopy category given in [3, Section 6.3] in the topological set-
ting. Along the way, we compute the homotopy groups of the simplicial mapping space
HomAlgk

(A, B∆) for any pair of algebras A and B, generalizing [2, Theorem 3.3.2]. As an
application of the latter, we give a simplified proof of [5, Comparison Theorem A] that
avoids the use of Bousfield localization of model categories. Finally, using the bivariant
K-theory spectrum defined by Garkusha in [5], we construct a simplicial spectrum that
represents the G-equivariant bivariant algebraic K-theory kkG defined by Eugenia Ellis
in [4]. Moreover, we show that the Green-Julg theorem [4, Theorem 5.2.1] and the ad-
junction between induction and restriction [4, Theorem 6.14] lift to weak equivalences of
spectra.

Keywords: bivariant algebraic K-theory, bivariant homology theories, bivariant K-theory
spectra, homotopy theory of algebras, triangulated categories.
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Introducción

Sea ` un anillo conmutativo con unidad y sea Alg` la categorı́a de `-álgebras no necesaria-
mente unitales. Una extensión en Alg` es una sucesión exacta corta de álgebras

E : A // B // C (1)

que se parte en la categorı́a de `-módulos. Sea (T , L) una categorı́a triangulada —en rea-
lidad, queremos decir la categorı́a opuesta de lo que usualmente se entiende por categorı́a
triangulada, de manera que los triángulos en T serán de la forma: LZ → X → Y → Z.
Siguiendo a Cortiñas-Thom [2], una teorı́a de homologı́a escisiva a valores en T consiste
de:

(i) Un funtor X : Alg` → T ;

(ii) Un morfismo δE ∈ T (LX(C), X(A)) por cada extensión (1).

Estos datos están sujetos a las siguientes condiciones:

(a) Para cada extensión (1), el triángulo que sigue es distinguido:

LX(C)
δE // X(A) // X(B) // X(C)

(b) Los morfismos δE son naturales con respecto a morfismos de extensiones.

Ejemplos de teorı́as de homologı́a escisivas fueron construı́dos por Cortiñas-Thom [2],
Garkusha [6] y Ellis [4]. Todas estas teorı́as son invariantes por homotopı́a —i.e. identi-
fican morfismos (polinomialmente) homotópicos— y poseen cierta propiedad universal.
La mayorı́a satisface algún tipo de estabilidad por matrices.

Cortiñas y Thom [2] introdujeron la kk-teorı́a algebraica; esta es una teorı́a de ho-
mologı́a escisiva e invariante por homotopı́a tal que, para todo A ∈ Alg`, la inclusión
s∞ : A → M∞A en la coordenada (1, 1) es inversible en kk. La kk-teorı́a algebraica es
además universal con estas propiedades: cualquier otra teorı́a de homologı́a con las mis-
mas propiedades se factoriza por kk de manera única. Una propiedad importante de la
kk-teorı́a es que se relaciona con la K-teorı́a homotópica de Weiblel, KH. Más precisa-
mente, para todo A ∈ Alg`, hay un isomorfismo natural kk(`,ΩnA) � KHnA [2, Theorem
8.2.1].

Para definir la kk-teorı́a, Cortiñas y Thom introdujeron un enriquecimiento simpli-
cial de álgebras: Para toda `-álgebra A y todo conjunto simplicial K, definieron una `-
álgebra AK; esta puede pensarse como el álgebra de funciones polinomiales en K con
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coeficientes en A. Para cada par de `-álgebras A y B, definieron un espacio de morfismos
HomAlg`(A, B

∆). Sin embargo, este no es un enriquecimiento simplicial en el sentido de
[9, Chapter 4] porque no se satisface la ley exponencial (AK)L � AK×L. Otra herramienta
técnica importante para la definición de kk es la noción de homotopı́a entre morfismos de
ind-álgebras.

Sea G un grupo. Basándose en el trabajo de Cortiñas-Thom [2], Ellis [4] contruyó
una versión G-equivariante de kk, que llamó kkG. Esta es una teorı́a de homologı́a univer-
sal, escisiva, invariante por homotopı́a y G-estable en la categorı́a de `-álgebras con una
acción de G. Sólo esta definida cuando G es a lo sumo numerable.

Usando métodos completamente distintos, Garkusha [6] construyó varias categorı́as
de K-teorı́a algebraica bivariante. Todas estas son universales, escisivas e invariantes por
homotopı́a, pero satisfacen distintas condiciones de estabilidad por matrices. La K-teorı́a
de Kasparov inestable D(R,F) no satisface ninguna condición de estabilidad por matrices.
La K-teorı́a de Kasparov Morita-estable Dmor(R,F) es Mn-estable para todo n ∈ N. La
K-teorı́a de Kasparov estable Dst(R,F) es M∞-estable —y, por lo tanto, es naturalmente
isomorfa a la kk-teorı́a de Cortiñas-Thom.

Garkusha probó en [5] que las categorı́as de K-teorı́a de Kasparov definidas en [6] son
representables por ciertos espectros de K-teorı́a de Kasparov. Por ejemplo, para todo par
de álgebras A y B, contruyó un espectro K(A, B) tal que πnK(A, B) � D(R,F)(A,ΩnB)
[5, Comparison Theorem B] —aquı́, Ω es el functor de traslación en la categorı́a trian-
gulada D(R,F). En [5, Comparison Theorem A], se calcula el grupo π0K(A, B) en
términos de clases de homotopı́a de morfismos de ind-álgebras; la fórmula obtenida es
prácticamente igual a la definición de kk(A, B) de Cortiñas-Thom —sin tener en cuenta
la M∞-estabilidad. La demostración de este resultado, sin embargo, usa herramientas del
álgebra homotópica tales como la localización de Bousfield.

En esta tesis, usamos los métodos desarrollados por Cortiñas-Thom [2] para dar nuevas
construcciones de las categorı́as de K-teorı́a de Kasparov definidas por Garkusha en [6] y
de otras categorı́as de K-teorı́a bivariante. En el camino, calculamos los grupos de homo-
topı́a del espacio de morfismos HomAlgk

(A, B∆) —generalizando [2, Theorem 3.3.2]— y
damos una demostración simplificada de [5, Comparison Theorem A] que evita el uso de
la localización de Bousfield. En el último capı́tulo, definimos un espectro que representa
a la K-teorı́a algebraica bivariante G-equivariante [4], y mostramos que el teorema de
Green-Julg [4, Theorem 5.2.1] y la adjunción entre inducción y restricción [4, Theorem
6.14] se levantan a equivalencias débiles de espectros.

La organización de esta tesis es la siguiente:
En el capı́tulo 1 presentamos definiciones y resultados usados en el resto de la tesis.

Los temas tratados aquı́ son: categorı́as de diagramas dirigidos, enriquecimiento simpli-
cial de álgebras y homotopı́a algebraica (polinomial). Nada de este material es nuevo.

En el capı́tulo 2 probamos la siguiente generalización de [2, Theorem 3.3.2]: para
todo par de `-álgebras A y B y todo n ≥ 0, hay una biyección natural:

πnHomAlg`(A, B
∆) � [A, BSn

• ] (2)

Aquı́, BSn
• es la ind-álgebra de polinomios en el cubo n-dimensional que se anulan en el

borde del cubo, y los corchetes en el lado derecho de la igualdad denotan al conjunto
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de clases de homotopı́a de morfismos. La demostración de este resultado tiene dos in-
gredientes clave: uno de ellos es [5, Hauptlemma (2)] y el otro es el Lema 2.3.2 —este
último es un resultado en la lı́nea de [5, Hauptlemma (3)], que compara las nociones de
homotopı́a simplicial y algebraica.

En el capı́tulo 3 construı́mos, usando los métodos desarrollados por Cortiñas-Thom
en [2], una teorı́a de homologı́a universal, escisiva e invariante por homotopı́a —por lo
tanto, naturalmente isomorfa a la categorı́a D(R,F) de Garkusha [6, Theorem 2.6 (2)].
La llamamos la categorı́a de homotopı́a estable por lazos y la denotamos por K. Nuestra
definición de K sigue de cerca a la construcción hecha en [3, Chapter 6] en el contexto
topológico. Hay, sin embargo, algunas dificultades técnicas. Usamos (2) para dotar a
[A, BSn

• ] de una estructura de grupo abeliano; esto es necesario para manejar los signos que
aparecen al permutar las coordenadas [3, Section 6.3]. Otra dificultad es que (BSm)Sn �
BSm+n; en lugar de un isomorfismo, tenemos un morfismo de multiplicación (BSm)Sn →

BSm+n .
En el capı́tulo 4 recordamos la definición del espectro K(A, B) de Garkusha, y damos

una demostración simplificada de [5, Comparison Theorem A]. Probamos que, para un
conjunto simplicial finito K, los grupos K(AK , (B, n)) y K(A, (BK ,−n)) son, respectiva-
mente, el n-ésimo grupo de homologı́a y el n-ésimo grupo de cohomologı́a de K con
coeficientes en K(A, B) —en el sentido de [12]. Como consecuencia de lo anterior, toda
equivalencia débil K

∼
→ L entre conjuntos simpliciales finitos induce un isomorfismo

X(AL)
�
→ X(AK) en cualquier teorı́a de homologı́a X escisiva e invariante por homotopı́a.

Probamos que en K se cumple la ley exponencial (BK)L � BK×L, para K y L finitos.
En el capı́tulo 5 definimos, para cualquier conjunto infinitoX, una teorı́a de homologı́a

universal, escisiva, invariante por homotopı́a y MX-estable, que llamamos KX. Probamos
que, para toda `-álgebra A, hay un isomorfismo natural KX(`, A) � KH0(A), extendiendo
[2, Theorem 8.2.1]. Para cualquier grupo G, definimos una teorı́a de homologı́a univer-
sal, escisiva, invariante por homotopı́a y G-estable en la categorı́a de `-álgebras con una
acción de G; denotamos a esta teorı́a por KG. Aquı́ seguimos de cerca a [4], reemplazando
a kk por KX para deshacernos de la restricción sobre el cardinal de G. Finalmente, defini-
mos un espectro que representa a KG y mostramos que los teoremas de adjunción [4, The-
orem 5.2.1] y [4, Theorem 6.14] se levantan a equivalencias débiles de espectros.
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Introduction

Let ` be a commutative ring with unit and write Alg` for the category of (not necessarily
unital) `-algebras and `-algebra homomorphisms. An extension in Alg` is a short exact
sequence of algebras

E : A // B // C (1)

that splits in the category of `-modules. Let (T , L) be a triangulated category —by this,
we actually mean the opposite category of what is usually understood by triangulated
category, so that triangles in T will be of the form: LZ → X → Y → Z. Following
Cortiñas-Thom [2], an excisive homology theory with values in T consists of:

(i) A functor X : Alg` → T ;

(ii) A morphism δE ∈ T (LX(C), X(A)) for every extension (1).

These data are subject to the following conditions:

(a) For every extension (1), the triangle below is distinguished:

LX(C)
δE // X(A) // X(B) // X(C)

(b) The morphisms δE are natural with respect to morphisms of extensions.

Examples of excisive homology theories were given by Cortiñas-Thom [2], Garkusha [6]
and Ellis [4]. All these theories are homotopy invariant —i.e. they identify (polynomially)
homotopic morphisms— and are characterized by a certain universal property. Most of
them satisfy some kind of matrix-stability.

Cortiñas-Thom [2] introduced algebraic kk-theory; this is an excisive and homotopy
invariant homology theory such that, for any A ∈ Alg`, the inclusion s∞ : A→ M∞A into
the (1, 1)-place becomes invertible in kk. Algebraic kk-theory is moreover universal with
respect to these properties: any other homology theory with the same properties factors
uniquely through kk. An important property of kk-theory is that it relates to Weibel’s
homotopy K-theory KH. More precisely, for any A ∈ Alg`, there is a natural isomorphism
kk(`,ΩnA) � KHnA [2, Theorem 8.2.1].

In order to define kk-theory, Cortiñas-Thom introduced a simplicial enrichment of
algebras: For an `-algebra A and a simplicial set K, they defined an `-algebra AK; this
is to be thought of as the algebra of polynomial functions on K with coefficients in A.
For two `-algebras A and B, they defined a simplicial mapping space HomAlg`(A, B

∆).

11
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However, this is not a simplicial enrichment in the sense of [9, Chapter 4] because the
exponential law (AK)L � AK×L fails to hold. Another important technical tool involved in
the definition of kk is the notion of homotopy between ind-algebra homomorphisms.

Let G be a group. Based on the work by Cortiñas-Thom in [2], Ellis [4] constructed
a G-equivariant version of kk, denoted by kkG. This is a universal excisive, homotopy
invariant and G-stable homology theory in the category of `-algebras with an action of G.
It is only defined when G is countable.

Using completely different methods, Garkusha constructed in [6] several bivariant
algebraic K-theory categories. All of these are universal, excisive and homotopy invariant
homology theories, but they differ from each other in their matrix-stability conditions.
The unstable Kasparov K-theory D(R,F) is not matrix-stable at all. The Morita stable
Kasparov K-theory Dmor(R,F) is Mn-stable for all n ∈ N. The stable Kasparov K-theory
Dst(R,F) is M∞-stable —hence, it is naturally isomorphic to the kk-theory of Cortiñas-
Thom.

Garkusha proved in [5] that the Kasparov K-theory categories defined in [6] are rep-
resentable by certain Kasparov K-theory spectra. For example, for any pair of algebras
A and B, he constructed a spectrum K(A, B) such that πnK(A, B) � D(R,F)(A,ΩnB)
[5, Comparison Theorem B] —here, Ω is the translation functor in the triangulated cat-
egory D(R,F). In [5, Comparison Theorem A], the group π0K(A, B) is computed in
terms of homotopy classes of morphisms of ind-algebras; the formula is almost equal to
the definition of kk(A, B) by Cortiñas-Thom —without taking into account M∞-stability.
The proof of this result, however, involves techniques from homotopical algebra such as
Bousfield localization.

In this thesis, we use the methods developed by Cortiñas-Thom [2] to give new con-
structions of the Kasparov K-theory categories defined by Garkusha in [6] and other bi-
variant K-theory categories. The first important result is the following:

Theorem 1 (Theorem 2.3.3). Let C be either Alg` or the category GAlg` of `-algebras
with an action of G. Then, for any pair (A, B) of objects of C and any n ≥ 0, there is a
natural bijection:

πnHomC(A, B∆) � [A, BSn
• ]C

Here, BSn
• is the ind-algebra of polynomial functions on the n-dimensional cube that van-

ish at the boundary of the cube, and the square brackets on the right-hand side stand for
the set of homotopy classes of morphisms. This theorem is a generalization to arbitrary
dimensions of [2, Theorem 3.3.2], which addresses the cases n ≤ 1.

As an easy application of Theorem 1, we give a simplified proof Garkusha’s compu-
tation of the homotopy groups of K(A, B) in terms of homotopy classes of morphisms
[5, Corollary 7.1]; our proof doesn’t involve Bousfield localization:

Theorem 2 (Theorem 4.3.3; cf. [5, Corollary 7.1]). For any pair of algebras A and B and
any n ∈ Z, we have a natural isomorphism:

πnK(A, B) � colim
v

[JvA, BSn+v
• ]C

Another consecuence of Theorem 1 is that, for n ≥ 2, we have a natural abelian
group structure on the set [A, BSn

• ]C; this is relevant for the construction that we proceed
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to describe. Mimicking the definition of the suspension-stable homotopy category in the
topological setting of bornological algebras [3, Chapter 6], we define a category KC as
follows: The objects of KC are pairs (A,m) with A ∈ C and m ∈ Z. The hom-sets are
defined by a certain filtering colimit of groups:

HomKC((A,m), (B, n)) := colim
v

[Jm+vA, BSn+v
• ]C (2)

The definition of the composition law that makes these data into a category is technically
involved and occupies the whole section 3.7. The group structure on the right-hand side of
(2) is fundamental for the definition of this composition law, in order to handle the signs
that appear when permuting coordinates —see, for example, Lemmas 3.7.4 and 3.7.5. We
have a natural functor j : C → KC such that j(A) = (A, 0) for every A ∈ C. After showing
that KC is a triangulated category (Section 3.12), we prove the main result of Chapter 3:

Theorem 3 (Theorem 3.13.12). The functor j : C → KC is a universal excisive and
homotopy invariant homology theory.

A universal excisive and homotopy invariant homology theory was already constructed
by Garkusha [6, Theorem 2.6 (2)] using completely different methods. Of course, both
constructions are naturally isomorphic, since they satisfy the same universal property. It
is easily seen that a functor F : C → C that preserves extensions and homotopy induces
a triangulated functor F̄ : KC → KC. We prove the following similar statement about
natural transformations:

Theorem 4 (Theorem 3.13.14). Let F,G : C → C be two functors that preserve extensions
and homotopy and let η : F → G be a natural transformation. Then η induces a unique
graded natural transformation η̄ : F̄ → Ḡ such that η̄ j(A) = j(ηA) for all A ∈ C.

Let X be an infinite set and let MX be the `-algebra of finite matrices with coefficients
in ` indexed on X × X. Based on our construction of KC, we construct a triangulated
category KC

X
endowed with a functor jX : C → KC

X
and prove the following result:

Theorem 5 (Theorem 5.2.16). The functor jX : C → KC
X

is a universal excisive, homotopy
invariant and MX-stable homology theory.

In the special case X = N, we recover the M∞-stable homology theories constructed
by Cortiñas-Thom [2, Theorem 6.6.2] and Garkusha [5, Theorem 9.3.2]. We prove the
following theorem, relating KX to Weibel’s homotopy K-theory, KH:

Theorem 6 (Theorem 5.2.20; cf. [2, Theorem 8.2.1]). Let X be any infinite set and let
A ∈ Alg`. Then there is a natural isomorphism:

KX(`, A) � KH0(A)

Theorem 6 is a generalization of [2, Theorem 8.2.1], which addreses the case X = N.
Finally, we use our category KX to generalize the definition of G-equivariant bivariant
algebraic K-theory [4] to an arbitrary group G —the definition in [4] requires G to be
countable.

We also make some computations concerning the bivariant K-theory spectra:
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Theorem 7 (Propositions 4.4.1 and 4.4.5). Let X be a finite simplicial set and A, B ∈ Alg`.
Then there are natural weak equivalences of spectra:

K̃(A, B) ∧ X+
∼ // K(AX, B)

K(A, BX) ∼ //Map(X,K(A, B))

Here, K̃(A, B) is a cofibrant replacement of K(A, B) in the stable model category.

Let G be a group and let KG denote the G-equivariant bivariant K-theory category.
For any pair (A, B) of `-algebras with an action of G, we define a spectrum KG(A, B)
representing KG:

Theorem 8 (Theorem 5.3.11). Let A, B ∈ GAlg` and let n ∈ Z. Then there is a natural
isomorphism:

πnKG(A, B) � KG(A, (B, n))

We prove that the Green-Julg theorem [4, Theorem 5.2.1] and the adjunction between
induction and restriction [4, Theorem 6.14] lift to weak equivalences of spectra:

Theorem 9 (Theorem 5.3.15). Let G be a finite group of n elements and suppose that n
is invertible in `. Let A ∈ Alg` and let B ∈ GAlg`. Then there is a weak equivalence of
spectra as follows, that induces the Green-Julg isomorphism upon taking π0:

KG(Aτ, B) ∼ // K∞(A, BoG)

Here, Aτ denotes the `-algebra A with trivial G-action and K∞ denotes the spectrum
representing M∞-stable bivariant K-theory.

Theorem 10 (Theorem 5.3.18). Let G be a countable group and let H ⊆ G be a subgroup.
Let B ∈ HAlg` and let C ∈ GAlg`. Then there is a weak equivalence of spectra as follows:

KG(Ind
G
H B,C) ∼ // KH(MH B,ResH

GC)

This thesis is organized as follows:
In Chapter 1 we present definitions and results used in the rest of the thesis. The topics

covered here are: categories of directed diagrams, simplicial enrichment of algebras and
algebraic (polynomial) homotopy. None of this material is new.

At the beginning of Chapter 2 we define, for every pair of finite simplicial sets K and L
and every B ∈ Alg`, an algebra homomorphism (BK)L → BK×L that we call multiplication
morphism (Lemma 2.2.1). The main result of this chapter is Theorem 2.3.3, where we
compute the homotopy groups of the simplicial mapping space HomAlgk

(A, B∆). This is a
generalization of [2, Theorem 3.3.2], as explained above. The proof of Theorem 2.3.3 has
two key ingredients, both comparing the notions of simplicial and algebraic homotopy:
The first one is [5, Hauptlemma (2)], whose statement we recall in Lemma 2.3.1. The
second one is Lemma 2.3.2 —this is a result in the line of [5, Hauptlemma (3)], which
follows immediately from the existence of the multiplication morphisms.
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In Chapter 3 we construct, using the methods developed by Cortiñas-Thom in [2],
a universal excisive and homotopy invariant homology theory (Theorem 3.13.12). This
theory is naturally isomorphic to Garkusha’s D(R,F) [6, Theorem 2.6 (2)], since they
both satisfy the same universal property. We call it the loop-stable homotopy category
and denote it by KC.

In Chapter 4 we recall the definition of Garkusha’s unstable Kasparov K-theory spec-
trum K(A, B) (Definition 3.6.4) and we give a simplified proof of [5, Comparison The-
orem A] (Theorem 4.3.3). Let K be a finite simplicial set. We prove that the groups
K(AK , (B, n)) and K(A, (BK ,−n)) are, respectively, the n-th homology and n-th cohomol-
ogy groups of K with coefficients in K(A, B) (Propositions 4.4.1 and 4.4.5). As a con-
secuence of this, any weak equivalence K

∼
→ L between finite simplicial sets induces an

isomorphism X(AL)
�
→ X(AK) in any excisive and homotopy invariant homology theory

X (Corollary 4.4.2). We prove that the exponential law (BK)L � BK×L holds in K, for finite
K and L (Corollary 4.4.3).

In Chapter 5 we define, for any infinite set X, a universal excisive, homotopy invariant
and MX-stable homology theory, that we denote by KX (Theorem 5.2.16). In Theorem
5.2.20 we prove that, for any `-algebra A, there is a natural isomorphism KX(`, A) �
KH0(A); this extends [2, Theorem 8.2.1]. For any group G, we define a universal excisive,
homotopy invariant and G-stable homology theory in the category of `-algebras with an
action of G; we denote this theory by KG (Theorem 5.3.8). Here we closely follow [4],
replacing kk by KX to get rid of the restriction on the cardinality of G. Finally, we define
a spectrum representing KG (Theorem 5.3.11) and show that the adjunction theorems [4,
Theorem 5.2.1] and [4, Theorem 6.14] lift to weak equivalences of spectra (Theorems
5.3.15 and 5.3.18).
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Chapter 1

Preliminaries

Resumen del capı́tulo

En este capı́tulo presentamos definiciones y resultados que usaremos más adelante; nada
de este material es nuevo. En las secciones 1.1 y 1.3 principalmente fijamos notación.
En la sección 1.2 estudiamos diferentes nociones de morfismo entre diagramas dirigidos
y analizamos algunas relaciones entre ellas (Lema 1.2.3.1). La sección 1.4 está dedicada
al enriquecimiento simplicial de álgebras introducido en [2]. Para cada par de `-álgebras
A y B, se define un espacio de morfismos HomAlg`(A, B

∆). Para una `-álgebra B y un
conjunto simplicial X, describimos una `-álgebra BX, que puede pensarse como el álgebra
de polinomios en X con coeficientes en B. En la sección 1.5 estudiamos la noción de
homotopı́a algebraica.

Chapter summary

In this chapter we present definitions and results that will be used later on; none of this
material is new. In sections 1.1 and 1.3 we mainly fix notation used throughout the text.
In section 1.2 we discuss different notions of morphism between directed diagrams and
explore some relations among them (Lemma 1.2.3.1). Section 1.4 is concerned with the
simplicial enrichment of algebras developed in [2]. For `-algebras A and B, a simplicial
mapping space HomAlg`(A, B

∆) is defined. For an `-algebra B and a simplicial set X, we
describe an `-algebra BX, which is to be thought of as the algebra of polynomials on X
with coefficients in B. Section 1.5 discusses the notion of algebraic homotopy.

1.1 Conventions

Throughout this text, ` is a commutative ring with unit and G is a group. We only consider
not necessarily unital `-algebras. A G-`-algebra is, by definition, an `-algebra with an
action of G. The letter C denotes either the category Alg` of `-algebras or the category
GAlg` of G-`-algebras. Simplicial objects in C can be considered as simplicial sets using

17
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the forgetful functor C → Set; this is usually done without further mention. The symbol
⊗ indicates tensor product over Z.

1.2 Categories of directed diagrams
Let C be a category. A directed diagram in C is a functor X : I → C, where I is a filtering
partially ordered set. We often write (X, I) or X• for such a functor. We shall consider
different categories whose objects are directed diagrams:

1.2.1 Fixing the filtering poset
Let I be a filtering poset. We will write CI for the category whose objects are the functors
X : I → C and whose morphisms are the natural transformations.

If J is another filtering poset, the cartesian product I × J is a filtering poset with
the product order and there is an isomorphism of categories (CI)J � CI×J given by the
exponential law.

1.2.2 Varying the filtering poset

We will write ~C for the category whose objects are the directed diagrams in C and whose
morphisms are defined as follows: Let (X, I) and (Y, J) be two directed diagrams. A
morphism from (X, I) to (Y, J) consists of a pair ( f , θ) where θ : I → J is a functor and
f : X → Y ◦ θ is a natural transformation.

For a fixed filtering poset I, there is a faithful functor a : CI → ~C that acts as the
identity on objects and that sends a natural transformation f to the morphism ( f , idI).

1.2.3 The category of ind-objects
The category Cind of ind-objects of C is defined as follows: The objects of Cind are the
directed diagrams in C. The hom-sets are defined by:

HomCind ((X, I), (Y, J)) := lim
i∈I

colim
j∈J

HomC(Xi,Y j)

There is a functor ~C → Cind that acts as the identity on objects and that sends a
morphism ( f , θ) : (X, I)→ (Y, J) to the morphism:(

fi : Xi → Yθ(i)
)

i∈I ∈ lim
i∈I

colim
j∈J

HomC(Xi,Y j)

Lemma 1.2.3.1. Let I be a filtering poset and let C be a category. There are functors
~a : ~(CI) → ~C and aind : (CI)ind → Cind such that, for every filtering poset J, the following
diagram commutes:

(CI)J //

�

��

~(CI)

~a
��

// (CI)ind

aind

��
CI×J // ~C // Cind

(1)
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Proof. Let us define the functor ~a. If X : J → CI is an object of ~(CI) and the diagram (1)
commutes, then ~a(X) should be the functor X : I×J → C obtained by the exponential law;
this defines ~a on objects. Let ( f , θ) : (X, J)→ (Y,K) be a morphism in ~(CI), i.e. θ : J → K
is a functor and f : X → Y ◦ θ is a natural transformation of functors J → CI . Then
idI × θ : I × J → I × K is a functor and f : X → Y ◦ (idI × θ) is a natural transformation
of functors I × J → C; this defines ~a on morphisms. It is clear that the definitions above
determine a functor ~a that makes the left square in (1) commute.

Let us define the functor aind. Again, it is clear how to define the functor on objects:
one should use the exponential law. Let X : J → CI and Y : K → CI be two objects of
(CI)ind. We have to define a function:

lim
j∈J

colim
k∈K

∫
i∈I

HomC(X j(i),Yk(i)) −→ lim
(ĩ, j̃)∈I×J

colim
(î,k̂)∈I×K

HomC(X j̃(ĩ),Yk̂(î))

This is equivalent to defining compatible functions:

π(ĩ, j̃) : lim
j∈J

colim
k∈K

∫
i∈I

HomC(X j(i),Yk(i)) −→ colim
(î,k̂)∈I×K

HomC(X j̃(ĩ),Yk̂(î))

Let π(ĩ, j̃) be the composite of the following solid morphisms, whose definition we proceed
to explain:

lim
j∈J

colim
k∈K

∫
i∈I

HomC(X j(i),Yk(i))
π(ĩ, j̃) //

��

colim
(k̂,î)∈K×I

HomC(X j̃(ĩ),Yk̂(î))

colim
k∈K

∫
i∈I

HomC(X j̃(i),Yk(i)) // colim
k∈K

HomC(X j̃(ĩ),Yk(ĩ))

OO

The vertical map on the left is the projection from lim j∈J; the horizontal map on the bottom
is the colimk∈K of the projections∫

i∈I
HomC(X j̃(i),Yk(i)) −→ HomC(X j̃(ĩ),Yk(ĩ));

and the vertical map on the right is the one induced by the structural morphisms:

HomC(X j̃(ĩ),Yk(ĩ)) −→ colim
(î,k̂)∈I×K

HomC(X j̃(ĩ),Yk̂(î))

It is straightforward but tedious to verify that this definition determines a functor aind that
makes the diagram (1) commute. �

1.3 Simplicial sets
The category of simplicial sets is denoted by S [9, Chapter 3]. Let Map(?, ??) be the
internal-hom in S; we often write YX instead of Map(X,Y).
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1.3.1 The iterated last vertex map
Let sd : S→ S be the subdivision functor. There is a natural transformation γ : sd→ idS
called the last vertex map [7, Section III. 4]. Put γ1 := γ and define inductively γn

X to be
the following composite:

sdnX = sd(sdn−1X)
γ1

sdn−1X // sdn−1X
γn−1

X // X

It is immediate that γn : sdn
→ idS is a natural transformation. Let sd0 : S → S be the

identity functor and let γ0 : sd0
→ idS be the identity natural transformation.

Lemma 1.3.1.1. For any p, q ≥ 0 and any X ∈ S we have:

γ
p+q
X = γ

p
X ◦ sdp

(
γ

q
X

)
= γ

p
X ◦ γ

q
sdpX

Proof. It follows from a straightforward induction on n = p + q. �

1.3.2 Simplicial cubes
Let I := ∆1 and let ∂I := {0, 1} ⊂ I. For n ≥ 1, let In := I × · · · × I be the n–fold direct
product and let ∂In be the following simplicial subset of In:

∂In := [(∂I) × I × · · · × I] ∪ [I × (∂I) × · · · × I] ∪ · · · ∪ [I × · · · × I × (∂I)]

Let I0 := ∆0 and let ∂I0 := ∅. We identify Im+n = Im × In and ∂(Im+n) = [(∂Im) × In] ∪
[Im × (∂In)] using the associativity and unit isomorphisms of the direct product in S.

1.3.3 Iterated loop spaces
Let (X, ∗) be a pointed fibrant simplicial set. Recall from [7, Section I.7] that the loopspace
ΩX is defined as the fiber of a natural fibration πX : PX → X, where PX has trivial
homotopy groups. By the long exact sequence associated to a fibration, we have pointed
bijections πn+1(X, ∗) � πn(ΩX, ∗) for n ≥ 0 that are group isomorphisms for n ≥ 1.
Iterating the loopspace construction we get:

π0(ΩnX) � π1(Ωn−1X, ∗) � · · · � πn(X, ∗)

Thus, π0Ω
nX is a group for n ≥ 1 and this group is abelian for n ≥ 2. Moreover, a

morphism ϕ : X → Y of pointed fibrant simplicial sets induces group homomorphisms
ϕ∗ : π0Ω

nX → π0Ω
nY for n ≥ 1. Let inc denote the inclusion ∂In → In. It is easy to

see that the iterated loop functor Ωn on pointed fibrant simplicial sets can be alternatively
defined by the following pullback of simplicial sets:

ΩnX
ιn,X //

��

Map(In, X)

inc∗

��
∆0 ∗ //Map(∂In, X)

(2)
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We will always use this description of Ωn. Occasionally we will need to compare Ωn

for different integers n; for this purpose we will explicitely describe how the diagram
(2) arises from successive applications of the functor Ω. We start defining ΩX by the
following pullback in S:

ΩX
ι1,X //

��

Map(I, X)

inc∗

��
∆0 ∗ //Map(∂I, X)

For n ≥ 1, define inductively ιn+1,X : Ωn+1X → Map(In+1, X) as the following composite:

Ω (ΩnX)
ι1,ΩnX //Map (I,ΩnX)

(ιn,X)∗ //Map
(
I,Map(In, X)

)
� Map (In × I, X)

It is easily verified that (2) is a pullback. Moreover, ιm+n,X equals the following composite:

Ωn (ΩmX)
ιn,ΩmX //Map (In,ΩmX)

(ιm,X)∗ //Map
(
In,Map(Im, X)

)
� Map (Im × In, X)

Thus, under the identification of diagram (2), each time we apply Ω the new I-coordinate
appears to the right.

1.4 Simplicial enrichment of algebras

We proceed to recall some of the details of the simplicial enrichment of Alg` introduced
in [2, Section 3]. Let Z∆ be the simplicial ring defined by:

[p] 7→ Z∆p
:= Z[t0, . . . , tp]/〈1 −

∑
ti〉

An order-preserving function ϕ : [p]→ [q] induces a ring homomorphism Z∆q
→ Z∆p

by
the formula:

ti 7→
∑
ϕ( j)=i

t j

Now let B ∈ Alg` and define a simplicial `-algebra B∆ by:

[p] 7→ B∆p
:= B ⊗ Z∆p

(3)

If A is another `-algebra, the simplicial set HomAlg`(A, B
∆) is called the simplicial mapping

space from A to B. For X ∈ S, put BX := HomS(X, B∆); it is easily verified that BX is an
`-algebra with the operations defined pointwise. When X = ∆p, this definition of B∆p

coincides with (3). We have a natural isomorphism as follows, where the limit is taken
over the category of simplices of X:

BX � // lim
∆p↓X

B∆p
(4)
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For A, B ∈ Alg` and X ∈ S we have the following adjunction isomorphism:

HomS(X,HomAlg`(A, B
∆)) � HomS

(
colim
∆p↓X

∆p,HomAlg`(A, B
∆)

)
� lim

∆p↓X
HomS

(
∆p,HomAlg`

(
A, B∆

))
� lim

∆p↓X
HomAlg`

(
A, B∆p)

� HomAlg`

(
A, lim

∆p↓X
B∆p

)
� HomAlg`

(
A, BX

)
The category GAlg` has a simplicial enrichment as well [4, Section 2.3]; we proceed

to recall some of the details. Let B ∈ GAlg`. For any X ∈ S, consider ZX as a G-ring with
the trivial action of G. Consider B∆p

= B ⊗ Z∆p
as a G-`-algebra with the diagonal action

of G. Now the assignment [p] 7→ B∆p
defines a simplicial G-`-algebra B∆. If A is another

G-`-algebra, the simplicial set HomGAlg`(A, B
∆) is called the simplicial mapping space

from A to B. For X ∈ S, the `-algebra BX = HomS(X, B∆) is now a G-`-algebra with the
G-action defined pointwise. The morphism (4) is in this case a G-`-algebra isomorphism.
Again, for A, B ∈ GAlg` and X ∈ S there is an adjunction isomorphism:

HomS
(
X,HomGAlg`

(
A, B∆

))
� HomGAlg`

(
A, BX

)
Remark 1.4.1. Let X and Y be simplicial sets. In general (BX)Y � BX×Y —this already
fails when X and Y are standard simplices; see [2, Remark 3.1.4].

Remark 1.4.2. The simplicial ring Z∆ is commutative and hence the same holds for the
rings ZX = HomS

(
X,Z∆

)
, for any X ∈ S. Thus, the multiplication in ZX induces a ring

homomorphism mX : ZX ⊗ ZX → ZX. Note that mX is natural in X.

1.5 Algebraic homotopy

Two morphisms f0, f1 : A→ B in C are elementary homotopic if there exists f : A→ B∆1

such that the following diagram commutes for i = 0, 1:

A

fi
��

f // B∆1

(di)∗

��

B � // B∆0

Here the di : ∆0 → ∆1 are the coface maps. Elementary homotopy ∼e is a reflexive and
symmetric relation, but it is not transitive. Let ∼ be the transitive closure of ∼e. Two
morphisms f0, f1 : A → B in C are homotopic if f0 ∼ f1. It can be shown that f0 ∼ f1 iff
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there exist r ∈ N and f : A→ Bsdr∆1
such that the following diagrams commute:

A

fi
��

f // Bsdr∆1

(di)∗

��

B � // Bsdr∆0

Let [A, B]C := HomC(A, B)/ ∼; we will often drop C from the notation and write
[A, B] instead of [A, B]C. It can be shown that ∼ is compatible with composition; i.e.
f ∼ g implies h ◦ f ∼ h ◦ g and f ◦ k ∼ g ◦ k. Thus, we have a category [C] whose objects
are the objects of C and whose hom-sets are the sets [A, B]C. We also have an obvious
functor C → [C].

Definition 1.5.1 ([2, Definition 3.1.1]). Let (A, I) and (B, J) be two directed diagrams in C
and let f , g ∈ HomCind ((A, I), (B, J)). We say that f and g are homotopic if they correspond
to the same morphism upon applying the functor Cind → [C]ind. We also write:

[A•, B•]C := Hom[C]ind ((A, I), (B, J)) = lim
i∈I

colim
j∈J

[Ai, B j]C
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Chapter 2

Homotopy groups of the simplicial
mapping space

Resumen del capı́tulo
Sean A y B dos `-álgebras. En este capı́tulo calculamos los grupos de homotopı́a del
espacio de morfismos HomAlg`(A, B

∆). Más precisamente, en el Teorema 2.3.3 probamos
que hay una biyección natural:

πnEx∞HomC(A, B∆) � [A, BSn
• ]C

Aquı́, BSn
• es la ind-álgebra de polinomios en el cubo n-dimensional a coeficientes en B

que se anulan en el borde del cubo. Este resultado es una generalización de [2, Theorem
3.3.2]. En la sección 2.2 definimos, para cada par de conjuntos simpliciales finitos K y L,
un morfismo de álgebras µK,L : (BK)L → BK×L; llamamos a estos morfismos morfismos de
multiplicación. En la sección 2.3 probamos el Lema 2.3.2; este es un resultado en la lı́nea
de [5, Hauptlemma (3)] que se deduce inmediatamente de la existencia de los morfismos
de multiplicación. Finalmente, usamos el Lema 2.3.2 y [5, Hauptlemma (2)] para probar
el Teorema 2.3.3.

Chapter summary
Let A and B be two `-algebras. In this chapter we compute the homotopy groups of the
simplicial mapping space HomAlg`(A, B

∆). More precisely, in Theorem 2.3.3, we prove
that there is a natural bijection:

πnEx∞HomC(A, B∆) � [A, BSn
• ]C

Here, BSn
• is the ind-algebra of polynomials on the n-dimensional cube with coefficients

in B vanishing at the boundary of the cube. This result is a generalization of [2, Theorem
3.3.2]. In section 2.2 we define, for every pair of finite simplicial sets K and L, an algebra
homomorphism µK,L : (BK)L → BK×L; we call these morphisms multiplication morphisms.
In section 2.3 we prove Lemma 2.3.2, which is a result in the line of [5, Hauptlemma (3)]

25



26 CHAPTER 2. HOMOTOPY GROUPS OF THE SIMPLICIAL MAPPING SPACE

that follows immediately from the existence of multiplication morphisms. Finally, we use
Lemma 2.3.2 and [5, Hauptlemma (2)] to prove Theorem 2.3.3.

2.1 Functions vanishing on a subset
A simplicial pair is a pair (K, L) where K is a simplicial set and L ⊆ K is a simplicial
subset. A morphism of pairs f : (K′, L′) → (K, L) is a morphism of simplicial sets
f : K′ → K such that f (L′) ⊆ L. A simplicial pair (K, L) is finite if K is a finite simplicial
set. We will only consider finite simplicial pairs, omitting the word “finite” from now on.
Let (K, L) be a simplicial pair, let B ∈ C and let r ≥ 0. Put:

B(K,L)
r := ker

(
BsdrK −→ BsdrL

)
∈ C

The last vertex map induces morphisms B(K,L)
r → B(K,L)

r+1 and we usually consider B(K,L)
• as

a directed diagram in C:

B(K,L)
• : B(K,L)

0 −→ B(K,L)
1 −→ B(K,L)

2 −→ · · ·

Notice that a morphism f : (K′, L′)→ (K, L) induces a morphism f ∗ : B(K,L)
• → B(K′,L′)

• of
Z≥0-diagrams.

Lemma 2.1.1 (cf. [2, Proposition 3.1.3]). Let (K, L) be a simplicial pair and let B ∈ C.
Then Z(K,L)

r is a free abelian group and there is a natural isomorphism in C:

B ⊗ Z(K,L)
r

�
−→ B(K,L)

r (1)

In the case C = GAlg`, we consider Z(K,L)
r as a G-ring with the trivial action of G, and the

domain of (1) as a G-`-algebra with the diagonal G-action.

Proof. The following sequence is exact by definition of Z(K,L)
r and [2, Lemma 3.1.2]:

0 // Z(K,L)
r

// ZsdrK // ZsdrL // 0 (2)

The group ZsdrL is free abelian by [2, Proposition 3.1.3] and thus the sequence (2) splits.
It follows that Z(K,L)

r is free because it is a direct summand of the free abelian group ZsdrK .
Moreover, the following sequence is exact:

0 // B ⊗ Z(K,L)
r

// B ⊗ ZsdrK // B ⊗ ZsdrL // 0

To finish the proof we identify B ⊗ ZsdrK �
−→ BsdrK using the natural isomorphism of

[2, Proposition 3.1.3]. It is immediate to check that the isomorphism (1) respects the
G-action in the equivariant setting. �

Important example 2.1.2. Let (K, L) = (In, ∂In). Following [5, Section 7.2], we will
write BSn

• instead of B(K,L)
• . Notice that BS0

• is the constant Z≥0-diagram B.
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2.2 Multiplication morphisms

Let (K, L) and (K′, L′) be simplicial pairs. It follows from Lemma 2.1.1 that Z(K,L)
r ⊗Z(K′,L′)

s

identifies with a subring of ZsdrK ⊗ZsdsK′ . Let µK,K′ be the composite of the following ring
homomorphisms:

ZsdrK ⊗ ZsdsK′

µK,K′

��

(γs)∗⊗(γr)∗ // Zsdr+sK ⊗ Zsdr+sK′

(pr1)∗⊗(pr2)∗

��
Zsdr+s(K×K′) Zsdr+s(K×K′) ⊗ Zsdr+s(K×K′)moo

Here γ j is the iterated last vertex map defined in section 1.3.1, pr j is the projection of the
direct product into its j-th factor and m is the map described in Remark 1.4.2.

Lemma 2.2.1. The morphism µK,K′ defined above induces a ring homomorphism:

µ(K,L),(K′,L′) : Z(K,L)
r ⊗ Z(K′,L′)

s −→ Z(K×K′,(K×L′)∪(K′×L))
r+s

Moreover, µ(K,L),(K′,L′) is natural in both variables with respect to morphisms of simplicial
pairs. We call µ(K,L),(K′,L′) a multiplication morphism.

Proof. Let ε be the restriction of µK,K′ to Z(K,L)
r ⊗ Z(K′,L′)

s ; we have to show that ε is zero
when composed with the morphism:

Zsdr+s(K×K′) −→ Zsdr+s((K×L′)∪(L×K′))

Since the functor Zsdr+s(?) : S→ Algop
Z commutes with colimits, it will be enough to show

that ε is zero when composed with the projections to Zsdr+s(K×L′) and to Zsdr+s(K′×L); this is a
straightforward check. For example, the following commutative diagram shows that ε is
zero when composed with the projection to Zsdr+s(L×K′); we write i for the inclusion L ⊆ K.

Z(K,L)
r ⊗ Z(K′,L′)

s

��

0

))
ZsdrK ⊗ ZsdsK′ i∗⊗1 //

(γs)∗⊗(γr)∗

��

ZsdrL ⊗ ZsdsK′

(γs)∗⊗(γr)∗

��
Zsdr+sK ⊗ Zsdr+sK′ i∗⊗1 //

(pr1)∗⊗(pr2)∗

��

Zsdr+sL ⊗ Zsdr+sK′

(pr1)∗⊗(pr2)∗

��
Zsdr+s(K×K′) ⊗ Zsdr+s(K×K′) i∗⊗i∗ //

m
��

Zsdr+s(L×K′) ⊗ Zsdr+s(L×K′)

m
��

Zsdr+s(K×K′) i∗ // Zsdr+s(L×K′)

The assertion about naturality is clear. �
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Remark 2.2.2. We can consider Z(K,L)
• ⊗Z(K′,L′)

• as a directed diagram of rings indexed over
Z≥0 × Z≥0. Let θ : Z≥0 × Z≥0 → Z≥0 be defined by θ(r, s) = r + s; it is clear that θ is a
functor. Then the morphisms of Lemma 2.2.1 assemble into a morphism in ~(

AlgZ
)
:(

µ(K,L),(K′,L′), θ
)

: Z(K,L)
• ⊗ Z(K′,L′)

•
// Z(K×K′,(K×L′)∪(K′×L))
•

We will often consider µ(K,L),(K′,L′) in this way, omitting θ from the notation.
Remark 2.2.3. Upon tensoring µ(K,L),(K′,L′) with B ∈ C and using (1) we obtain a morphism
in C:

µ(K,L),(K′,L′)
B :

(
B(K,L)

r

)(K′,L′)

s
// B(K×K′,(L×K′)∪(K×L′))

r+s

This morphism is natural in both variables with respect to morphisms of simplicial pairs.
Again, defining θ as in Remark 2.2.2, we have a morphism in ~C:(

µ(K,L),(K′,L′)
B , θ

)
:
(
B(K,L)
•

)(K′,L′)

•

// B(K×K′,(L×K′)∪(K×L′))
•

Important example 2.2.4. Let (K, L) = (Im, ∂Im) and let (K′, L′) = (In, ∂In). By Remark
2.2.3, we have a morphism in C:

µ(K,L),(K′,L′)
B :

(
BSm

r

)Sn

s
// BSm+n

r+s

In this case, we will write µm,n
B instead of µ(K,L),(K′,L′)

B . It is straightforward to verify that
these maps are associative; i.e. that the following diagram in C commutes:((

BSl
r

)Sm

s

)Sn

t

µm,n

B
Sl
r //

(
µl,m

B

)Sn
t ��

(
BSl

r

)Sm+n

s+t

µl,m+n
B

��(
BSl+m

r+s

)Sn

t

µl+m,n
B // BSl+m+n

r+s+t

Indeed, asociativity holds for the maps µ(K,L),(K′,L′)
B of Remark 2.2.3.

Example 2.2.5. For any n ≥ 0 and any B ∈ C we have a morphism ι : B → B∆n
induced

by ∆n → ∗. It is well known that ι is a homotopy equivalence, as we proceed to explain.
Let v : B∆n

→ B be the restriction to the 0-simplex 0. Explicitely, we have v(ti) = 0 for
i > 0 and v(t0) = 1. It is easily verified that v ◦ ι = idB. Now let H : B∆p

→ B∆n
[u] be the

elementary homotopy defined by H(ti) = uti for i > 0 and H(t0) = t0 + (1−u)(t1 + · · ·+ tn).
We have ev1 ◦ H = idB∆n and ev0 ◦ H = ι ◦ v. This shows that ι ◦ v = idB∆n in [C].

The homotopy H constructed above is natural with respect to the inclusion of faces
of ∆n that contain the 0-simplex 0. More precisely: if f : [m] → [n] is an injective
order-preserving map such that f (0) = 0, then the following diagram commutes:

B∆n

f ∗

��

H // B∆n
[u]

f ∗[u]
��

B∆m H // B∆m
[u]
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Now let p, q ≥ 0. Recall from the proof of [9, Lemma 3.1.8] that the simplices
of ∆p × ∆q can be identified with the chains in [p] × [q] with the product order. The
nondegenerate (p + q)-simplices of ∆p × ∆q are identified with the maximal chains in
[p] × [q]; there are exactly

(
p+q

p

)
of these. Following [9], let c(i) for 1 ≤ i ≤

(
p+q

p

)
be the

complete list of maximal chains of [p]×[q]. Then ∆p×∆q is the coequalizer in S of the two
natural morphisms of simplicial sets f and g induced by the inclusions c(i) ∩ c( j) ⊆ c(i)
and c(i) ∩ c( j) ⊆ c( j) respectively:

f , g :
∐

1≤i< j≤(p+q
p )

∆nc(i)∩c( j) // //
∐

1≤i≤(p+q
p )

∆nc(i)

Here nc is the number of edges in c; that is, the dimension of the nondegenerate simplex
corresponding to c. Since B? : Sop → C preserves limits, it follows that B∆p×∆q

is the
equalizer of the following diagram in C:

f ∗, g∗ :
∏

1≤i≤(p+q
p )

B∆
nc(i)

// //
∏

1≤i< j≤(p+q
p )

B∆
nc(i)∩c( j) (3)

Moreover, since Z[u] is a flat ring, ? ⊗ Z[u] preserves finite limits and B∆p×∆q
[u] is the

equalizer of the following diagram:

f ∗[u], g∗[u] :
∏

1≤i≤(p+q
p )

B∆
nc(i) [u] // //

∏
1≤i< j≤(p+q

p )
B∆

nc(i)∩c( j) [u] (4)

Notice that every maximal chain of [p]×[q] starts at (0, 0). This implies, by the discussion
above on the naturality of H, that the following diagram commutes for every i and j:

B∆
nc(i)

��

H // B∆
nc(i) [u]

��

B∆
nc(i)∩c( j) H // B∆

nc(i)∩c( j) [u]

Then the homotopy H on the different B∆
nc(i) gives a morphism of diagrams from (3) to

(4) that induces H : B∆p×∆q
→ B∆p×∆q

[u]. Let ι : B→ B∆p×∆q
be the morphism induced by

∆p × ∆q → ∗ and let v : B∆p×∆q
→ B be the restriction to the 0-simplex (0, 0). It is easily

verified that ev1 ◦ H is the identity of B∆p×∆q
and that ev0 ◦ H = ι ◦ v; this shows that ι is a

homotopy equivalence.
Finally, consider the following commutative diagram. Since each ι is a homotopy

equivalence, it follows that µ∆p,∆q
: (B∆p

)∆q
→ B∆p×∆q

is a homotopy equivalence too.

B∆p ι // (B∆p
)∆q

µ

��
B ι //

ι

OO

B∆p×∆q

The author does not know whether µK,L : (BK)L → BK×L is a homotopy equivalence
for general K and L. Later on we will prove that µK,L becomes invertible in the bivariant
algebraic K-theory categories (Corollary 4.4.3).



30 CHAPTER 2. HOMOTOPY GROUPS OF THE SIMPLICIAL MAPPING SPACE

2.3 Main theorem
Let A, B ∈ C and let n ≥ 0. In this section we prove that there is a natural bijection:

πnEx∞HomC(A, B∆) � [A, BSn
• ]C

This result is a generalization of [2, Theorem 3.3.2].
We start by recalling a result from [5] that allows us to compare simplicial and al-

gebraic homotopy. Following [5, Section 7.2], put B̃Sn
• := B(In×I,∂In×I)

• . The coface maps
di : ∆0 → I induce morphisms (di)∗ : B̃Sn

• → BSn
• .

Lemma 2.3.1 (Garkusha). Let f : A → B̃Sn
r be a morphism in C. Then the following

composites are algebraically homotopic; i.e. they belong to the same class in [A, BSn
r ]C:

A
f
−→ B̃Sn

r
(di)∗
−→ BSn

r (i = 0, 1)

Proof. In the case C = Alg` this is [5, Hauptlemma (2)]; the proof given there works
verbatim in the G-equivariant setting. �

Lemma 2.3.2 (cf. [5, Hauptlemma (3)]). Let H : A→ (BSn
r )sdsI be a morphism in C. Then

there exists a morphism H̃ : A→ B̃Sn
r+s in C such that the following diagram commutes for

i = 0, 1:

A H //

H̃
��

(BSn
r )sdsI (di)∗ // BSn

r

(γs)∗

��

B̃Sn
r+s

(di)∗ // BSn
r+s

Proof. Let H̃ be the composite:

A H // (B(In,∂In)
r )(I,∅)

s
µ(In ,∂In),(I,∅)

// B(In×I,(∂In)×I)
r+s

It is immediate from the naturality of µ that H̃ satisfies the required properties. �

Theorem 2.3.3 (cf. [2, Theorem 3.3.2]). Let A, B ∈ C and let n ≥ 0. Then there is a
natural bijection:

πnEx∞HomC(A, B∆) � [A, BSn
• ]C (5)

Proof. We will show that π0Ω
nEx∞HomC(A, B∆) � [A, BSn

• ]C. Consider HomC(A, B∆) as
a simplicial set pointed at the zero morphism. For every p ≥ 0 we have a pullback of sets:(

ΩnEx∞HomC(A, B∆)
)

p

��

//Map
(
In,Ex∞HomC(A, B∆)

)
p

��

∗ //Map
(
∂In,Ex∞HomC(A, B∆)

)
p

(6)
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For a finite simplicial set K we have:

Map
(
K,Ex∞HomC(A, B∆)

)
p

= HomS
(
K × ∆p,Ex∞HomC(A, B∆)

)
� colim

r
HomS

(
K × ∆p,ExrHomC(A, B∆)

)
� colim

r
HomS

(
sdr(K × ∆p),HomC(A, B∆)

)
� colim

r
HomC

(
A, Bsdr(K×∆p)

)
It follows from these identifications, from (6) and from the fact that filtered colimits of
sets commute with finite limits, that we have the following bijections:(

ΩnEx∞HomC(A, B∆)
)

0
� colim

r
HomC(A, BSn

r ) (7)(
ΩnEx∞HomC(A, B∆)

)
1
� colim

r
HomC(A, B̃Sn

r ) (8)

Using (7) we get a surjection:(
ΩnEx∞HomC(A, B∆)

)
0
� colim

r
HomC(A, BSn

r ) −→ [A, BSn
• ]C

We claim that this function induces the desired bijection. The fact that it factors through
π0 follows from the identification (8) and Lemma 2.3.1. The injectivity of the induced
function from π0 follows from Lemma 2.3.2. �

Remark 2.3.4. Let A, B ∈ C and let n ≥ 1. Consider the set [A, BSn
• ]C together with the

group structure for which (5) is a group isomorphism. This group structure is abelian if
n ≥ 2. Moreover, if f : A→ A′ and g : B→ B′ are morphisms in [C], then the following
functions are group homomorphisms:

f ∗ : [A′, BSn
• ]C // [A, BSn

• ]C

g∗ : [A, BSn
• ]C // [A, (B′)Sn

• ]C

In the sequel we will always consider [A, BSn
• ]C as a group with this group structure.

Example 2.3.5. Recall that B∆1
= B[t0, t1]/〈1 − t0 − t1〉. Let ω be the automorphism

of B∆1
defined by ω(t0) = t1, ω(t1) = t0; it is clear that ω induces an automorphism of

BS1
0 = ker(B∆1

−→ B∂∆1
). Let f : A → BS1

0 be a morphism in C and let [ f ] be its class
in [A, BS1

• ]C. We claim that [ω ◦ f ] = [ f ]−1 ∈ [A, BS1
• ]C. In order to prove this claim, we

proceed to recall the definition of the group law ∗ in π1Ex∞HomC(A, B∆). Consider f and
ω ◦ f as 1-simplices of Ex∞HomC(A, B∆) using the identification:(

Ex∞HomC(A, B∆)
)

1
� colim

r
HomC(A, Bsdr∆1

)

According to [7, Section I.7], if we find α ∈
(
Ex∞HomC(A, B∆)

)
2

such that{
d0α = ω ◦ f
d2α = f (9)
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then we have [ f ] ∗ [ω ◦ f ] = [d1α]. Let ϕ : B∆1
→ B∆2

be the morphism in C defined
by ϕ(t0) = t0 + t2, ϕ(t1) = t1. Let α be the 2-simplex of Ex∞HomC(A, B∆) induced by the
composite:

A
f // B∆1 ϕ // B∆2

It is easy to verify that the equations (9) hold and that d1α is the zero path.

Example 2.3.6. Let A, B ∈ C and let m, n ≥ 1. Let c : Im × In �
→ In × Im be the commuta-

tivity isomorphism. It is easily verified that c induces an isomorphism c∗ : BSn+m
• → BSm+n

• .
We claim that the following function is multiplication by (−1)mn:

c∗ : [A, BSn+m
• ]C // [A, BSm+n

• ]C

Indeed, this follows from Theorem 2.3.3 and the well known fact that permuting two
coordinates in Ωm+n induces multiplication by (−1) upon taking π0.



Chapter 3

The loop-stable homotopy category

Resumen del capı́tulo
Construı́mos la categorı́a de homotopı́a estable por lazos —denotada por KC— que es
una teorı́a de homologı́a universal, escisiva e invariante por homotopı́a en el sentido de
[2, Theorem 6.6.2]. La existencia de una teorı́a con estas caracterı́sticas ya habı́a sido
probada por Garkusha en [6, Theorem 2.6 (2)] usando métodos completamente distintos.
Seguimos de cerca la construcción de la categorı́a de homotopı́a estable por suspensiones
hecha en [3, Chapter 6] para álgebras bornológicas. Desde luego, es necesario hacer al-
gunos cambios para traducir los resultados del contexto topolgógico al algebraico; aquı́
utilizamos métodos e ideas de Cortiñas-Thom [2]. En la sección 3.1 estudiamos las exten-
siones de álgebras y sus morfismos clasificantes; este material puede encontrarse en [2],
[5] y [4]. Hay dos funtores de lazos J y (?)S1 que se vuelven equivalencias (naturalmente
isomorfas) en KC; estos funtores se estudian en las secciones 3.1 y 3.3. En la sección 3.6
damos la definición de KC, que se obtiene de la categorı́a de homotopı́a [C] invirtiendo
formalmente a los funtores J y (?)S1 . En la sección 3.12 probamos que KC es una cate-
gorı́a triangulada. Al igual que en el contexto topológico [3, Theorem 6.63], probamos
que la triangulación de KC puede definirse usando tanto extensiones como mapping path
algebras (Proposición 3.12.12). En la sección 3.13 mostramos que el funtor j : C → KC

es una teorı́a de homologı́a universal, escisiva e invariante por homotopı́a. Por lo tanto,
cualquier funtor F : C → C que preserve extensiones y homotopı́a induce un funtor trian-
gulado F̄ : KC → KC. En el Teorema 3.13.14 mostramos que cualquier transformación
natural η : F → G entre funtores con dichas propiedades induce una transformación
natural (graduada) η̄ : F̄ → Ḡ.

Chapter summary
We construct the loop-stable homotopy category —denoted by KC— which is a universal
excisive and homotopy invariant homology theory of algebras in the sense of [2, Theorem
6.6.2]. The existence of such a theory was already proved by Garkusha in [6, Theorem
2.6 (2)] using completely different methods. We closely follow the construction of the
suspension-stable homotopy category of bornological algebras [3, Chapter 6]. We make,

33
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of course, appropiate changes to translate the arguments from the topological to the alge-
braic setting, using methods and ideas developed by Cortiñas-Thom in [2]. In section 3.1
we discuss the extensions of algebras and their classifying maps; this material is not new
and can be found in [2], [5] and [4]. There are two loop functors J and (?)S1 that become
(naturally isomorphic) equivalences in KC; these functors are dealt with in sections 3.1
and 3.3. In section 3.6 we give the definition of KC, which is obtained from the homotopy
category [C] by adding formal deloopings of J and (?)S1 . In section 3.12 we prove that KC

is a triangulated category. As in the topological setting [3, Theorem 6.63], we show that
the distinguished triangles in KC can be defined using either extensions or mapping path
algebras (Proposition 3.12.12). In section 3.13 we show that the functor j : C → KC is the
universal excisive and homotopy invariant homology theory with values in a triangulated
category. Thus, any functor F : C → C that preserves extensions and homotopy induces
a triangulated functor F̄ : KC → KC. In Theorem 3.13.14 we show that any natural trans-
formation η : F → G between functors with these properties induces a (graded) natural
transformation η̄ : F̄ → Ḡ.

3.1 Extensions and classifying maps
Let Mod` be the category of `-modules and let GMod` be the category of G-`-modules.
Put:

U(C) :=
{

Mod` if C = Alg`
GMod` if C = GAlg`

Write F : C → U(C) for the forgetful functor. An extension in C is a diagram in C

E : A // B // C (1)

that becomes a split short exact sequence upon applying F. A morphism of extensions is
a morphism of diagrams in C. We usually consider specific splittings for the extensions
we work with and we sometimes write (E , s) to emphasize that we are considering an
extension E with splitting s. Let (E , s) and (E ′, s′) be two extensions with specified
splittings; a strong morphism of extensions (E ′, s′) → (E , s) is a morphism of extensions
(α, β, γ) : E ′ → E that is compatible with the splittings; i.e. such that the folowing
diagram commutes:

FB′

Fβ
��

FC′s′oo

Fγ
��

FB FCsoo

The functor F : C → U(C) admits a right adjoint T̃ : U(C)→ C; see [4, Section 2.4]
for details. Let T be the composite functor T̃ ◦F : C → C. Let A ∈ C and let ηA : T A→ A
be the counit of the adjunction. Notice that FηA is a retraction which has the unit map
σA : FA→ FT̃ (FA) = FT A as a section. Let JA := ker ηA. The universal extension of A
is the extension:

UA : JA // T A
ηA // A (2)

We will always consider σA as a splitting for UA.
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Proposition 3.1.1 (cf. [2, Proposition 4.4.1]). Let (1) be an extension in C with splitting
s and let f : C′ → C be a morphism in C. Then there exists a unique strong morphism of
extensions UC′ → (E , s) extending f :

UC′

∃!
��

JC′ //

ξ

��

TC′

��

ηC′ // C′

f
��

(E , s) A // B // C

(3)

Proof. It follows easily from the adjointness of T̃ and F. �

The morphism ξ in (3) is called the classifying map of f with respect to the extension
(E , s). When C′ = C and f = idC we call ξ the classifying map of (E , s).

Proposition 3.1.2 (cf. [2, Proposition 4.4.1]). In the hypothesis of Proposition 3.1.1, the
homotopy class of the classifying map ξ does not depend upon the splitting s.

Proof. See, for example, [5, Section 3]. �

Because of Proposition 3.1.2, it makes sense to speak of the classifying map of (1) as
a homotopy class JC → A without specifying a splitting for (1).

Proposition 3.1.3 ([2, Proposition 4.4.2]). Let Ei : Ai → Bi → Ci be an extension in C
with classifying map ξi. Let (a, b, c) : E1 → E2 be a morphism of extensions. Then the
following diagram commutes in [C]:

JC1

ξ1
��

J(c) // JC2

ξ2
��

A1
a // A2

Moreover, if we consider specific splittings for the Ei and (a, b, c) is a strong morphism of
extensions then the diagram above commutes in C.

Proof. See, for example, [5, Section 3]. �

Example 3.1.4. Let (K, L) be a simplicial pair and let A ∈ C. Then the following diagram
is an extension in C, as we proceed to explain:

(UA)(K,L)
r : (JA)(K,L)

r
// (T A)(K,L)

r
η(K,L)

A // A(K,L)
r

The sequence is exact since it is obtained from (2) upon tensoring with Z(K,L)
r ; see Lemma

2.1.1. The splitting of η(K,L)
A inU(C) is given by

σA ⊗ Z(K,L)
r : A ⊗ Z(K,L)

r −→ T A ⊗ Z(K,L)
r

under the identification of Lemma 2.1.1. The last vertex map induces strong morphisms
of extensions (UA)(K,L)

r → (UA)(K,L)
r+1 . A morphism A → B in C induces strong morphisms

of extensions (UA)(K,L)
r → (UB)(K,L)

r . A morphism of simplicial pairs (K′, L′) → (K, L)
induces strong morphisms of extensions (UA)(K,L)

r → (UA)(K′,L′)
r .
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Lemma 3.1.5. The functor J : C → C sends homotopic morphisms to homotopic mor-
phisms. Thus, it defines a functor J : [C]→ [C].

Proof. It is explained in [2] in the discussion following [2, Corollary 4.4.4.]. �

3.2 Path extensions
Let us define a class of extensions that will be useful later on. Let B ∈ C and let n ≥ 0.
Put:

P(n, B)• := B(In+1,(∂In×I)∪(In×{1}))
•

We will often write (PB)• instead of P(0, B)•. The diagram of simplicial pairs

(In+1, ∂In+1) ⊇ (In+1, (∂In × I) ∪ (In × {1})) ⊇ (In × {0}, ∂In × {0})

induces the following sequence of Z≥0-diagrams:

Pn,B : BSn+1
r

// P(n, B)r
pn,B // BSn

r (4)

We claim that (4) is an extension in C. Exactness at P(n, B)r holds because the functors
Bsdr(−) : S→ Cop preserve pushouts and we have:

∂In+1 = [(∂In × I) ∪ (In × {1})] ∪ (In × {0})

Exactness at BSn+1
r follows from the fact that both BSn+1

r and P(n, B)r are subalgebras of
Bsdr In+1

. We proceed to construct a splitting of (4) inU(C). Consider the element t0 ∈ Z∆1
;

t0 is actually in Z(I,{1})
0 since d0(t0) = 0. Let sn,B be the composite:

BSn
r

?⊗t0 // BSn
r ⊗ Z(I,{1})

0 �
(
BSn

r

)(I,{1})

0

µ // B(In+1,(∂In×I)∪(In×{1}))
r

Here µ is the morphism defined in Remark 2.2.3. It is straightforward to check that sn,B

is a section of pn,B inU(C). We will always consider sn,B as a splitting for (4). It is clear
that (4) is natural in B with respect to morphisms in C.

Example 3.2.1. By naturality of µ (see Remark 2.2.3), there is a strong morphism of
extensions:

Pm,BSn
s

��

(
BSn

s

)Sm+1

r

µn,m+1
B
��

// P(m, BSn
s )r

//

��

(
BSn

s

)Sm

r

µn,m
B
��

Pn+m,B BSn+m+1
s+r

// P(n + m, B)s+r
// BSn+m

s+r

Example 3.2.2. For n = 0, the extension (4) takes the form:

P0,B : BS1
r

// (PB)r
// BS0

r � B (5)

Here, the morphisms are induced by the following diagram of simplicial pairs:

(I, ∂I) (I, {1})incoo (∆0, ∅)
(d1,∅)oo

This is the loop extension of [2, Section 4.5]; we will write λB for its classifying map.
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Example 3.2.3. Define P̃(n, B)• := B(I1+n,(I×∂In)∪({1}×In))
• . The diagram of simplicial pairs

(I1+n, ∂I1+n) ⊇ (I1+n, (I × ∂In) ∪ ({1} × In)) ⊇ ({0} × In, {0} × ∂In)

induces a sequence of Z≥0–diagrams:

P̃n,B : BS1+n
r

// P̃(n, B)r
// BSn

r (6)

It is shown that this sequence is an extension by proceeding in analogy to what was done
above for (4). In fact, the commutativity isomorphism c : In × I

�
→ I × In induces a strong

isomorphism of extensions:

P̃n,B

�

��

BS1+n
r

//

c∗�

��

P̃(n, B)r
//

� c∗

��

BSn
r

id
��

Pn,B BSn+1
r

// P(n, B)r
// BSn

r

Example 3.2.4. It will be useful to have a more explicit description of (5). Consider the
following isomorphisms:{

B∆0
= B[t0]/〈1 − t0〉 � B;

B∆1
= B[t0, t1]/〈1 − t0 − t1〉 � B[t], t1 ↔ t.

(7)

Under these identifications, the face morphisms B∆1
→ B∆0

coincide with the evaluations
evi : B[t]→ B for i = 0, 1. We have:

(PB)0 = ker
(
B∆1 d0
−→ B∆0

)
� ker

(
B[t]

ev1
−→ B

)
= (t − 1)B[t]

BS1
0 = ker

(
(PB)0

d1
−→ B∆0

)
� ker

(
(t − 1)B[t]

ev0
−→ B

)
= (t2 − t)B[t]

Hence, the extension (5) is isomorphic to:

(t2 − t)B[t] inc // (t − 1)B[t]
ev0 // B (8)

The section in (5) identifies with the morphism B→ (t − 1)B[t], b 7→ b(1 − t).
We now want a description of (5) once a subdivision has been made. Recall that sd∆1

fits into the following pushout:

∆0 d0
//

d0

��

∆1

��
∆1 // sd∆1

Since the functor B? : Sop → C preserves limits, we have:

Bsd∆1
� {(x, y) ∈ B∆1

× B∆1
: d0(x) = d0(y)}

� {(p, q) ∈ B[t] × B[t] : p(1) = q(1)} = B[t] ×ev1 ev1
B[t]
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Under this identification, the endpoints of sd∆1 are the images of the coface maps d1 :
∆0 → ∆1 whose codomains are each of the two copies of ∆1 that are contained in sd∆1.
We get:

(PB)1 = ker
(
Bsd∆1

−→ Bsd{1}
)
� B[t] ×ev1 ev1

tB[t]

BS1
1 = ker

(
Bsd∆1

−→ Bsd(∂∆1)
)
� tB[t] ×ev1 ev1

tB[t]

In this description of (PB)1 a choice has been made, since the two endpoints of sd∆1 are
indistinguishable. The extension (5) is isomorphic to:

tB[t] ×ev1 ev1
tB[t] inc // B[t] ×ev1 ev1

tB[t]
ev0◦pr1 // B (9)

Here pr1 : B[t] ×ev1 ev1
tB[t] −→ B[t] is the projection into the first factor. The section in

(5) identifies with the morphism:

B→ B[t] ×ev1 ev1
tB[t], b 7→ (b(1 − t), 0).

The last vertex map induces a strong morphism of extensions from (8) to (9); this mor-
phism has the following components:

(t2 − t)B[t]→ tB[t] ×ev1 ev1
tB[t], p 7→ (p, 0);

(t − 1)B[t]→ B[t] ×ev1 ev1
tB[t], p 7→ (p, 0).

Lemma 3.2.5. Let B ∈ C, n ≥ 1 and r ≥ 0. Then P(n, B)r is contractible.

Proof. Let ϑ : I × I → I be the unique morphism of simplicial sets that satisfies:

(0, 0) � ϑ // 0
(0, 1), (1, 0), (1, 1) � ϑ // 1

It is easily verified that the following square commutes, where the vertical morphisms are
inclusions:

In × I × I In×ϑ // In × I

(∂In × I × I) ∪ (In × {1} × I)

OO

// (∂In × I) ∪ (In × {1})

OO

Thus In × ϑ induces a morphism in C:

f : P(n, B)r
// B(In×I×I,(∂In×I×I)∪(In×{1}×I))

r

The coface maps In+1 × di : In+1 � In+1 × ∆0 → In+1 × I induce morphisms in C:

B(In×I×I,(∂In×I×I)∪(In×{1}×I))
r

δi // P(n, B)r

Notice that δ0 ◦ f = 0 and δ1 ◦ f = idP(n,B)r . By [5, Hauptlemma (2)], δ0 ◦ f and δ1 ◦ f
represent the same class in [P(n, B)r, P(n, B)r]. Indeed, both morphisms represent the
same class in [P(n, B)r, Bsdr In+1

] but the polynomial homotopies constructed in op. cit.
preserve our boundary conditions. �
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3.3 Exchanging loop functors

Let B ∈ C and let m, n ≥ 0. We proceed to define a natural transformation:

κn,m
B : Jn(BSm

r ) // (JnB)Sm
r

Recall from Example 3.1.4 that we have an extension:

(UB)Sm : (JB)Sm
r

// (T B)Sm
r

(ηB)Sm
// BSm

r (10)

Let κ1,m
B : J(BSm

r ) → (JB)Sm
r be the classifying map of (10). It follows from Example

3.1.4 and Proposition 3.1.3 that κ1,m
B can be considered as a morphism J(BSm

• ) → (JB)Sm
•

in CZ≥0 . For n ≥ 1, define inductively κn+1,m
B as the composite:

Jn+1(BSm
r )

J(κn,m
B )
// J

(
(JnB)Sm

r

) κ1,m
JnB // (Jn+1B)Sm

r

The κn,m
B are easily seen to be natural morphisms Jn(BSm

• ) → (JnB)Sm
• in CZ≥0 . Let J0 be

the identity functor of C and let κ0,m
B be the identity of BSm

• ∈ C
Z≥0 . The next result follows

from an easy induction on n = p + q.

Lemma 3.3.1. Let p, q ∈ Z≥0 and let B ∈ C. Then κp+q,m
B = κ

q,m
JpB ◦ Jq

(
κ

p,m
B

)
.

Lemma 3.3.1 should be interpreted as follows: Let n = p + q. The morphism κn,m

exchanges Jn and (?)Sm . We have Jn = Jq ◦ Jp. Thus, in order to exchange Jn and (?)Sm ,
we can first exchange Jp and (?)Sm and then exchange Jq and (?)Sm :

Jp+q(BSm) κp+q,m
//

Jq(κp,m) &&

(Jp+qB)Sm

Jq
(
(JpB)Sm

) κq,m

@@

Remark 3.3.2. For any finite simplicial set K we have a classifying map J(BK)→ (JB)K .
Imitating what we did above, we can define morphisms Jn(BK) → (JnB)K and prove
Lemma 3.3.1 in this setting:

Jp+q(BK) //

%%

(Jp+qB)K

Jq
(
(JpB)K

)
AA

The following result is an analog of Lemma 3.3.1. Its statement is, however, more
complicated since (BSp)Sq � BSp+q .
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Lemma 3.3.3. Let B ∈ C. Then the following diagram in C commutes:

Jn
((

BSp
r

)Sq

s

) κ
n,q

B
Sp
r //

Jn(µp,q
B )
��

(
Jn

(
BSp

r

))Sq

s

(κn,p
B )Sq

s //
(
(JnB)Sp

r

)Sq

s

µ
p,q
JnB
��

Jn
(
BSp+q

r+s

) κ
n,p+q
B // (JnB)Sp+q

r+s

Proof. We proceed by induction on n. The case n = 1 follows from Proposition 3.1.3
applied to the following strong morphism of extensions:(

UB
Sp
r

)Sq

s

��

(
J
(
BSp

r

))Sq

s
//

(
κ

1,p
B

)Sq
s ��

(
T

(
BSp

r

))Sq

s
//

��

(
BSp

r

)Sq

s

1
��(

(UB)Sp
r

)Sq

s

��

(
(JB)Sp

r

)Sq

s
//

µ
p,q
JB
��

(
(T B)Sp

r

)Sq

s
//

µ
p,q
T B
��

(
BSp

r

)Sq

s

µ
p,q
B
��

(UB)Sp+q
r+s (JB)Sp+q

r+s
// (T B)Sp+q

r+s
// BSp+q

r+s

Now suppose that the diagram commutes for n; we will show it also commutes for n + 1.
The following diagram commutes by inductive hypothesis and naturality of κn,1

? ; we omit
the subindices r and s to alleviate notation:

Jn+1
((

BSp
)Sq

)
Jn+1(µp,q

B )

,,

Jn
(
κ

1,q

BSp

)
��

Jn
((

J
(
BSp

))Sq
)

κ
n,q

J(BSp)
��

Jn
((
κ

1,p
B

)Sq
)
**

Jn+1
(
BSp+q

)
Jn

(
κ

1,p+q
B

)
��(

Jn+1
(
BSp

))Sq

(
Jn

(
κ

1,p
B

))Sq ++

Jn
((

(JB)Sp
)Sq

)
κ

n,q

(JB)Sp
��

Jn(µp,q
JB ) // Jn

(
(JB)Sp+q

)

κ
n,p+q
JB

��

(
Jn

(
(JB)Sp

))Sq

(κn,p
JB )Sq

��(
(Jn+1B)Sp

)Sq µ
p,q
Jn+1B // (Jn+1B)Sp+q

Moreover, the following equalities hold by Lemma 3.3.1, proving the result:

κ
n,p+q
JB ◦ Jn

(
κ

1,p+q
B

)
= κ

n+1,p+q
B(

κ
n,p
JB

)Sq
◦
(
Jn

(
κ

1,p
B

))Sq
=

(
κ

n+1,p
B

)Sq

κ
n,q
J(BSp) ◦ Jn

(
κ

1,q
BSp

)
= κ

n+1,q
BSp �
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3.4 Extending constructions to the ind-homotopy
category

Let (I,≤) be a filtering poset and let F : C → CI be a functor. Then F induces a functor
F ind : Cind → (CI)ind; composing this with the functor aind of Lemma 1.2.3.1 we get a
functor Cind → Cind that we still denote F. This happens, for example, in the following
situations:

(i) I = {∗} and F = J : C → C;

(ii) I = {∗} and F = (?)X : C → C for any X ∈ S;

(iii) I = Z≥0 and F = (?)(K,L)
• : C → CZ≥0 for any simplicial pair (K, L);

(iv) I any poset and F =? ⊗C• : C → CI , with C• ∈ (AlgZ)I .

In these examples, F has the aditional property of being homotopy invariant: if f and
g are two homotopic morphisms in C then, for all i ∈ I, F( f )i and F(g)i are homotopic
morphisms in C. Because of this, F induces a functor F : [C] → [C]I and thus a functor
F : [C]ind → [C]ind; here we are using Lemma 1.2.3.1 once more. It is easy to see that the
following diagram commutes:

Cind F //

��

Cind

��
[C]ind F // [C]ind

Thus, we can apply functors like (i)-(iv) to objects and morphisms in [C]ind.
By the discussion above, we can regard ((?)Sm

• )Sn
• and (?)Sm+n

• as endfunctors of [C]ind;
we would like to consider µm,n

? as a natural transformation between these endofunctors.
For this purpose, we proceed to explain how certain morphisms from F : C → CI to G :
C → CJ induce a natural transformation between the associated functors [C]ind → [C]ind

—here, I and J may be different filtering posets, and F and G are homotopy invariant
functors.

Let F : C → CI and G : C → CJ be two homotopy invariant functors. Consider a pair
(ν, θ) where θ : I → J is a functor and ν : F → θ∗G is a natural transformation of functors
C → CI . This means that:

(a) For each A ∈ C we have νA : F(A)→ G(A) ◦ θ ∈ CI;

(b) For each morphism f : A→ A′ in C, the following diagram in CI commutes:

F(A)
νA //

F( f )
��

G(A) ◦ θ

(θ∗G)( f )
��

F(A′)
νA′ // G(A′) ◦ θ
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Let (C,K) ∈ [C]ind. Define a morphism νC• ∈ [F(C•)•,G(C•)•] as follows: For each pair
(i, k) ∈ I × K, let

(
νC•

)
(i,k) be the class of the morphism

(
νCk

)
i : F(Ck)i → G(Ck)θ(i) in:

[F(Ck)i,G(C•)•] = colim
( j,k′)

[
F(Ck)i,G(Ck′) j

]
It is easily verified that the

(
νC•

)
(i,k) are compatible and assemble into a morphism:

νC• =
{(
νC•

)
(i,k)

}
∈ lim

(i,k)
[F(Ck)i,G(C•)•] = [F(C•)•,G(C•)•]

Lemma 3.4.1. The construction above determines a natural transformation ν : F → G of
functors [C]ind → [C]ind. That is, for every morphism f ∈ [C•,D•], the following diagram
in [C]ind commutes:

F(C•)•
F( f )
��

νC• // G(C•)•
G( f )
��

F(D•)•
νD• // G(D•)•

Proof. It is a straightforward verification. �

Example 3.4.2. Regard κn,m
? : Jn((?)Sm

• ) → (Jn(?))Sm
• as a natural transformation between

(homotopy invariant) functors C → CZ≥0 . By Lemma 3.4.1, we can also regard κn,m
? a

natural transformation:

κn,m
? : Jn((?)Sm

• ) // (Jn(?))Sm
• : [C]ind // [C]ind

Example 3.4.3. Consider the (homotopy invariant) functors F : C → CZ≥0×Z≥0 , F(B) =

(BSm
• )Sn

• , and G : C → CZ≥0 , G(B) = BSm+n
• . Define θ : Z≥0 × Z≥0 → Z≥0 by θ(r, s) = r + s.

Then θ is a functor and µm,n
? : F → θ∗G is a natural transformation. By Lemma 3.4.1, the

pair (µm,n
? , θ) induces a natural transformation:

µm,n
? : ((?)Sm

• )Sn
•

// (?)Sm+n
• : [C]ind // [C]ind

Remark 3.4.4. We have just seen that it makes sense to apply J and (?)Sn
• to objects and

morphisms in [C]ind. Moreover, we can consider κn,m
? and µn,m

? as natural transformations
between functors [C]ind → [C]ind. In the sequel, we will do this without further mention.

Let A, B ∈ C and let n ≥ 1. Recall from Remark 2.3.4 that the set [A, BSn
• ]C has a

natural group structure, that is abelian if n ≥ 2. We proceed to show that this assertion
remains true if we replace A and B by arbitrary ind-objects in [C].

Let A ∈ C and let (B, J) ∈ [C]ind. We have a bijection:

[A, (B•)Sn
• ]C � colim

j
[A, (B j)Sn

• ]C (11)

By Remark 2.3.4, the transition functions of the colimit in (11) are group homomor-
phisms. Since filtering colimits of groups are computed as filtering colimits of sets, the
right hand side of (11) is the underlying set of the colimit in the category of groups.
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Consider the set [A, (B•)
Sn
• ]C together with the group structure for which (11) is a group

isomorphism. This group structure is abelian if n ≥ 2. Moreover, it is easily verified that
if f : A → A′ is a morphism in [C], then f ∗ : [A′, (B•)

Sn
• ]C → [A, (B•)

Sn
• ]C is a group ho-

momorphism. Now let g ∈ [B•, B′•]C; we will show that the function g∗ : [A, (B•)
Sn
• ]C →

[A, (B′•)
Sn
• ]C is a group homomorphism. Let j ∈ J and let g j : B j → B′g( j) be a component

of the morphism g. The following diagram of sets clearly commutes, where the vertical
functions are the structural morphisms into the colimit:

[A, (B j)
Sn
• ]

(g j)∗ //

ι j

��

[A, (B′g( j))
Sn
• ]

ιg( j)

��

[A, (B•)
Sn
• ]

g∗ // [A, (B′•)
Sn
• ]

Then g∗ ◦ ι j is a group homomorphism, since the vertical functions and (g j)∗ are. This
shows that g∗ is a group homomorphism because j is arbitrary. From now on, we will
consider [A, (B•)

Sn
• ]C as a group with this group structure.

Now let (A, I), (B, J) ∈ [C]ind. We have an inverse system of group homomorphisms:{
[Ai′ , (B•)

Sn
• ]C // [Ai, (B•)

Sn
• ]C

}
i≤i′

(12)

Since limits of groups are computed as limits of sets, the set

[A•, (B•)Sn
• ]C = lim

i
[Ai, (B•)Sn

• ]C (13)

is the underlying set of the limit of (12) in the category of groups. From now on, we
consider (13) as a group; it is clear that (13) is abelian if n ≥ 2. It is easily verified that if
f ∈ [A•, A′•]C and g ∈ [B•, B′•]C, then the following functions are group homomorphisms:

f ∗ : [A′•, (B•)
Sn
• ]C // [A•, (B•)

Sn
• ]C

g∗ : [A•, (B•)
Sn
• ]C // [A•, (B′•)

Sn
• ]C

The discussion above can be summarized in the following result, which is actually a
corollary of Theorem 2.3.3.

Lemma 3.4.5. Let (B, J) ∈ [C]ind and let n ≥ 1. Then (B•)
Sn
• is a group object in [C]ind,

which is abelian if n ≥ 2. Moreover, a morphism g ∈ [B•, B′•]C induces a morphism of
group objects g∗ ∈ [(B•)

Sn
• , (B′•)

Sn
• ]C.

3.5 Some technical results
Lemma 3.5.1. Let A•, B• ∈ [C]ind and let m, n ≥ 1. Then the following composite function
is a group homomorphism:

[A•, (B•)
Sm
• ]C

Jn
// [Jn(A•), Jn((B•)

Sm
• )]C

(
κn,m

B•

)
∗ // [Jn(A•), (Jn(B•))

Sm
• ]C (14)
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Proof. Write ψn,m
A•,B•

for the composition of the functions in (14). It suffices to consider the
case A• = A ∈ C and B• = B ∈ C, as it is easily verified that ψn,m

A•,B•
equals the function:

limi colim j[Ai, (B j)
Sm
• ]C

lim colimψn,m
Ai ,B j // limi colim j[Jn(Ai), (Jn(B j))

Sm
• ]C

We proceed by induction on n. To prove the case n = 1, we will show that there is
a morphism of simplicial sets ϕ : HomC(A, B∆) → HomC(JA, (JB)∆) that induces ψ1,m

A,B
under the identification of Theorem 2.3.3. Define ϕ by

ϕ : HomC(A, B∆p
)→ HomC(JA, (JB)∆p

), f 7→ ξ∆p ◦ J( f ),

where ξK : J(BK) → (JB)K is the classifying map of (UB)K; see Example 3.1.4. It is
easily verified that the following diagram commutes:

HomS(K,HomC(A, B∆))

ϕ∗

��

� // HomC(A, BK)

ξK◦J(?)
��

HomS(K,HomC(JA, (JB)∆)) � // HomC(JA, (JB)K)

Here, the horizontal bijections are the adjunction isomorphisms described in section 1.4.
This implies that the following diagram commutes, proving the case n = 1.(

ΩmEx∞HomC(A, B∆)
)

0

� //

(ΩmEx∞ϕ)0
��

HomCind(A, BSm)

κ1,m
B ◦J(?)

��(
ΩmEx∞HomC(JA, (JB)∆)

)
0

� // HomCind(A, (JB)Sm)

The inductive step is straightforward once we notice that ψn+1,m
A,B = ψ1,m

JnA,JnB ◦ ψ
n,m
A,B. �

Lemma 3.5.2. Let A, B ∈ C, let C• ∈ (AlgZ)K and let m ≥ 1. Then the following composite
function is a group homomorphism:

[A, BSm
• ]C

?⊗C• // [A ⊗C•, B
Sm
• ⊗C•]C � [A ⊗C•, (B ⊗C•)

Sm
• ]C (15)

Here, the bijection on the right is induced by the obvious isomorphism of K×Z≥0-diagrams
BSm
• ⊗C• � (B ⊗C•)

Sm
• .

Proof. Write τC• for the composition of the functions in (15). We begin with the special
case C• = C ∈ AlgZ. Let tp be the following composite function:

HomC(A, B∆p
) ?⊗C // HomC(A ⊗C, B∆p

⊗C) � HomC(A ⊗C, (B ⊗C)∆p
)

It is easily verified that, for varying p, the functions tp assemble into a morphism of
simplicial sets HomC(A, B∆)→ HomC(A⊗C, (B⊗C)∆) that induces τC upon taking πmEx∞

and making the identifications of Theorem 2.3.3
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Now let C• ∈ (AlgZ)K be any ind-ring. We have:

[A ⊗C•, (B ⊗C•)Sm
• ]C = lim

k
[A ⊗Ck, (B ⊗C•)Sm

• ]C

Let πk : [A ⊗ C•, (B ⊗ C•)
Sm
• ]C → [A ⊗ Ck, (B ⊗ C•)

Sm
• ]C be the projection from the limit.

To prove that τC• is a group homomorphism it suffices to show that πk ◦ τC• is a group
homomorphism for all k ∈ K. Let ιk be the natural morphism into the colimit:

[A ⊗Ck, (B ⊗Ck)Sm
• ]

ιk
→ colim

k′
[A ⊗Ck, (B ⊗Ck′)Sm

• ] = [A ⊗Ck, (B ⊗C•)Sm
• ]

It is easily verified that πk ◦ τC• factors as:

[A, BSm
• ]C

τCk // [A ⊗Ck, (B ⊗Ck)
Sm
• ]C

ιk // [A ⊗Ck, (B ⊗C•)
Sm
• ]C

This shows that πk ◦ τC• is a group homomorphism since both τCk and ιk are. �

Lemma 3.5.3. Let A•, B• ∈ [C]ind and let n ≥ 1. Then the following function is a group
homomorphism:

[A•, ((B•)
Sm
• )Sn

• ]C

(
µm,n

B•

)
∗ // [A•, (B•)

Sm+n
• ]C (16)

Proof. The general case reduces to the case A• = A ∈ C, as it is easily verified that the
function (16) equals:

lim
i

[Ai, ((B•)Sm
• )Sn

• ]C
lim

(
µm,n

B•

)
∗ // lim

i
[Ai, (B•)Sm+n

• ]C

From now on, suppose that A• = A ∈ C. We have:

[A, ((B•)Sm
• )Sn
• ] = colim

(r, j)
[A, ((B j)Sm

r )Sn
• ]

Let ι(r, j) : [A, ((B j)
Sm
r )Sn

• ] → [A, ((B•)
Sm
• )Sn

• ] be the natural morphism into the colimit. To
prove the result, it suffices to show that

(
µm,n

B•

)
∗
◦ ι(r, j) is a group homomorphism for every

pair (r, j). It is easily verified that there is a commutative diagram as follows, where the
vertical function is the structural morphism into the colimit:

[A, ((B j)
Sm
r )Sn

• ]C

(
µm,n

B j

)
∗

++

(
µm,n

B•

)
∗
◦ι(r, j)

// [A, (B•)
Sm+n
• ]C

[A, (B j)
Sm+n
• ]C

OO
(17)

Thus, it is enough to show that
(
µm,n

B j

)
∗

is a group homomorphism. For fixed r, j, s and p,
consider the dotted function that makes the following diagram commute:(

ExsHomC(A, ((B j)
Sm
r )∆)

)
p

� //

��

HomC
(
A, ((B j)

Sm
r )(∆p,∅)

s

)
(
µ(Im ,∂Im),(∆p ,∅)

B j

)
∗��(

ΩmExr+sHomC(A, (B j)∆)
)

p

� // HomC
(
A, (B j)

(Im×∆p,∂Im×∆p)
r+s

)
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This dotted function is natural in p and thus induces a morphism of simplicial sets:

ExsHomC
(
A, ((B j)

Sm
r )∆

)
// ΩmExr+sHomC

(
A, (B j)∆

)
The latter is in turn natural in s and thus induces the following morphism ψ upon taking
colimit:

ψ : Ex∞HomC
(
A, ((B j)

Sm
r )∆

)
// ΩmEx∞HomC

(
A, (B j)∆

)
Recall our conventions about iterated loop spaces from section 1.3.3. It is easily verified
that ψ fits into the following commutative diagram —indeed, the commutativity of the
diagram ultimately reduces to the naturality of the morphism µ of Remark 2.2.3.

HomC
(
A, ((B j)

Sm
r )Sn

•

)
�

��

(
µm,n

B j

)
∗
◦ιr

// HomC
(
A, (B j)

Sm+n
•

)
���(

Ωm+nEx∞HomC(A, (B j)∆)
)

0
���(

ΩnEx∞HomC(A, ((B j)
Sm
r )∆)

)
0

Ωn(ψ) //
(
ΩnΩmEx∞HomC(A, (B j)∆)

)
0

It follows that, under the bijection in Theorem 2.3.3, the function
(
µm,n

B j

)
∗

in (17) identifies
with the group homomorphism:

πn(ψ) : πnEx∞HomC(A, ((B j)
Sm
r )∆) // πnΩ

mEx∞HomC(A, (B j)∆)

This finishes the proof. �

Lemma 3.5.4. Let A, B ∈ C and m, n ≥ 1. Then the following composite function is a
group homomorphism:

[A, BSm
• ]C

(?)Sn
// [ASn
• , (B

Sm
• )Sn
• ]C

(
µm,n

B•

)
∗ // [ASn

• , B
Sm+n
• ]C

Proof. The functors ? ⊗ ZSn
• and (?)Sn

• are naturally isomorphic. Then, by Lemma 3.5.2
applied to C• = ZSn

• , we have a group homomorphism:

τZSn
•

: [A, BSm
• ]C // [ASn

• , (B
Sn
• )Sm
• ]C

Let c : Im × In �
→ In × Im be the commutativity isomorphism. It is easily verified that the

following diagram commutes:

[A, BSm
• ]C

(?)Sn
//

τ
ZSn
•

��

[ASn
• , (B

Sm
• )Sn
• ]C

(µm,n
B )∗ // [ASn

• , B
Sm+n
• ]C

[ASn
• , (B

Sn
• )Sm
• ]C

(µn,m
B )∗ // [ASn

• , B
Sn+m
• ]C

c∗
OO

The function
(
µn,m

B

)
∗

is a group homomorphism by Lemma 3.5.3 and the function c∗ is
multiplication by (−1)mn. The result follows. �
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3.6 The loop-stable homotopy category

Let f : A → BSn
r be a morphism in C. By Proposition 3.1.1, there exists a unique strong

morphism of extensions UA →Pn,B that extends f :

UA

∃!
��

JA //

Λn( f )
��

T A

��

// A
f
��

Pn,B BSn+1
r

// P(n, B)r
// BSn

r

We will write Λn( f ) for the classifying map of f with respect to Pn,B.

Remark 3.6.1. We have Λn( f ) = Λn(idBSn )◦J( f ). Indeed, this follows from the uniqueness
statement in Proposition 3.1.1 and the fact that the following diagram exhibits a strong
morphism of extensions UA →Pn,B that extends f :

UA

��

JA

J( f )
��

// T A //

T ( f )
��

A

f
��

UBSn
r

��

J(BSn
r )

Λn(idBSn )
��

// T (BSn
r ) //

��

BSn
r

id
��

Pn,B BSn+1
r

// P(n, B)r
// BSn

r

Remark 3.6.2. We have Λn( f ) = µn,1
B ◦( f )S1

0 ◦λA. Indeed, this follows from the uniqueness
statement in Proposition 3.1.1 and the fact that the following diagram exhibits a strong
morphism of extensions UA →Pn,B that extends f :

UA

��

JA

λA

��

// T A //

��

A

id
��

P0,A

��

AS1
0

( f )S1
0
��

// P(0, A)0
//

P(0, f )0

��

A

f

��

P0,BSn
r

Example 3.2.1
��

(BSn
r )S1

0

µn,1
B
��

// P(0, BSn
r )0

//

��

BSn
r

id
��

Pn,B BSn+1
r

// P(n, B)r
// BSn

r

If f , g : A → BSn
r are homotopic morphisms, then Λn( f ) and Λn(g) are homotopic

too. Thus, we can regard Λn as a function Λn
A,B : [A, BSn

r ] → [JA, BSn+1
r ]. We proceed to

explain how to define Λn
A•,B•

for ind-algebras A• and B•.
Let A ∈ C and let (B, J) ∈ [C]ind. An easy verification shows that, for j ≤ j′ ∈ J, the
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following diagrams commute:

[A, (B j)
Sn
r ]

Λn
A,B j //

��

[JA, (B j)
Sn+1
r ]

��

[A, (B j)
Sn
r+1]

Λn
A,B j // [JA, (B j)

Sn+1
r+1 ]

[A, (B j)
Sn
r ]

Λn
A,B j //

��

[JA, (B j)
Sn+1
r ]

��

[A, (B j′)
Sn
r ]

Λn
A,B j′ // [JA, (B j′)

Sn+1
r ]

Then, it makes sense to define Λn
A,B•

: [A, (B•)
Sn
• ]→ [JA, (B•)

Sn+1
• ] as the function:

colim
(r, j)

[A, (B j)Sn
r ]

colim Λn
A,B j // colim

(r, j)
[JA, (B j)Sn+1

r ]

Now let (A, I) ∈ [C]ind. It is easily verified that, for i ≤ i′ ∈ I, the following diagram
commutes:

[Ai′ , (B•)
Sn
• ]

Λn
Ai′ ,B• //

��

[JAi′ , (B•)
Sn+1
• ]

��

[Ai, (B•)
Sn
• ]

Λn
Ai ,B• // [JAi, (B•)

Sn+1
• ]

Then, it makes sense to define Λn
A•,B•

: [A•, (B•)
Sn
• ]→ [J(A•), (B•)

Sn+1
• ] as the function:

lim
i

[Ai, (B•)Sn
• ]

lim Λn
Ai ,B• // lim

i
[JAi, (B•)Sn+1

• ]

When A• and B• are clear from the context, we will write Λn instead of Λn
A•,B•

.

Lemma 3.6.3. Let A•, B• ∈ [C]ind and let n ≥ 1. Then the functions

Λn
A•,B•

: [A•, (B•)
Sn
• ]C // [J(A•), (B•)

Sn+1
• ]C

are group homomorphisms.

Proof. We easily reduce to the case A• = A ∈ C and B• = B ∈ C. Consider the following
chain of strong morphisms of extensions:

UBSn
r

��

J(BSn
r )

κ1,n
B
��

// T (BSn
r )

��

// BSn
r

id
��

(UB)Sn

��

(JB)Sn
r

(λB)Sn

��

// (T B)Sn
r

��

// BSn
r

id
��

(P0,B)Sn

��

(BS1
0 )Sn

r

µ1,n
B
��

// (PB)Sn
r

��

// BSn
r

id
��

P̃n,B

Example 3.2.3
��

BS1+n
r

c∗ �

��

// P̃(n, B)r

c∗ �

��

// BSn
r

id
��

Pn,B BSn+1
r

// P(n, B)r
// BSn

r
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By the uniqueness statement in Proposition 3.1.1, we have:

Λn(idBSn ) = c∗ ◦ µ1,n
B ◦ (λB)Sn ◦ κ1,n

B

Then, by Remark 3.6.1, Λn
A,B equals the following composite:

[A, BSn
• ]

κ1,n
B ◦J(?)

// [JA, (JB)Sn
• ]

(λB)∗ // [JA, (BS1
0 )Sn
• ]

(µ1,n
B )∗ // [JA, BS1,n

• ] c∗ // [JA, BSn+1
• ]

This implies that Λn
A,B is a group homomorphism by Lemma 3.5.1, Lemma 3.5.3 and

Example 2.3.6. �

Definition 3.6.4 (cf. [3, Section 6.3]). We proceed to define a category KC, that we will
call the loop-stable homotopy category. The objects of KC are the pairs (A,m) where A is
an object of C and m ∈ Z. For two objects (A,m) and (B, n), put:

HomKC ((A,m), (B.n)) := colim
v

[Jm+vA, BSn+v
• ]C

Here, the colimit is taken over the morphisms Λn+v of Lemma 3.6.3 and v runs over the
integers such that both m + v ≥ 0 and n + v ≥ 0. The composition in KC is defined
as follows: Represent elements of HomKC ((A,m), (B, n)) and HomKC ((B, n), (C, k)) by
f ∈ [Jm+vA, BSn+v

• ] and g ∈ [Jn+wB,CSk+w
• ] respectively. To simplify notation, write:

N1 := m + v, N2 := n + v, N3 := n + w and N4 := k + w.

Let g ? f ∈ [JN1+N3 A,C
SN2+N4
• ] be the unique homotopy class that makes the following

diagram in [C]ind commute:

JN1+N3 A

JN3 ( f )

��
(−1)N2N3 (g? f )

��

JN3(B
SN2
• )

κ
N3 ,N2
B

��

(JN3 B)
SN2
•

(g)SN2
// (C
SN4
• )

SN2
•

µ
N4 ,N2
C // C

SN4+N2
•

We will show in Lemma 3.7.7 that the class of g ? f in HomKC ((A,m), (C, k)) does not
depend upon the choice of the representatives f and g. Then, in Theorem 3.7.8, we will
prove that ? defines a composition that makes KC into a category.

3.7 Well-definedness of the composition
In this section we prove that the composition law described in Definition 3.6.4 is well-
defined and makes KC into a category. We will closely follow [3, Section 6.3], making
appropiate changes to translate the proof into the algebraic setting. We start with the
following two lemmas, whose proofs are straightforward verifications.
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Lemma 3.7.1. Let A•, B• ∈ [C]ind and let g ∈ [A•, (B•)
Sn
• ].

(i) If f ∈ [A′•, A•], then Λn(g ◦ f ) = Λn(g) ◦ J( f ) ∈ [J(A′•), (B•)
Sn+1
• ].

(ii) If h ∈ [B•, B′•], then Λn(hSn ◦ g) = hSn+1 ◦ Λn(g) ∈ [J(A•), (B′•)
Sn+1
• ].

Lemma 3.7.2. Let A•, B• ∈ [C]ind and let f ∈ [A•, ((B•)
Sn
• )Sm
• ]. Then:

Λn+m
(
µn,m

B•
◦ f

)
= µn,m+1

B•
◦ Λm( f ) ∈ [J(A•), (B•)Sn+m+1

• ]

Lemma 3.7.3 (cf. [3, Lemma 6.30]). Let B ∈ C. Then the following diagram in [C]ind

commutes:

J2B
J(λB) //

(λJB)−1
((

J(BS1
• )

κ1,1
B
��

(JB)S1
•

(18)

Here, (λJB)−1 is the inverse of λJB in the group [J2B, (JB)S1
• ].

Proof. Let A ∈ C. Recall from (2) and (5) that there are extensions:

(UA, σA) : JA // T A
ηA // A

P0,A : AS1
r

// (PA)r
// A

Recall from Example 3.2.4 that, for r = 0, the extension P0,A is isomorphic to:

P0,A : (t2 − t)A[t] inc // (t − 1)A[t]
ev0 // A

In the rest of the proof we will identify these extensions without further mention. Define:

I := ker
(

t(T B)[t]
ev1 // T B

ηB // B
)

E := {(p, q) ∈ t(T B)[t] × t(JB)[t] : p(1) = q(1)}

It is easily verified that the following diagram is an extension in C, that has a section
s : B→ t(T B)[t] defined by s(b) = σB(b)t:

(E , s) : I inc // t(T B)[t]
ηB◦ev1 // B

Note that ev1 : I → T B factors through JB and let s′ : I → E, s′(p) = (p, p(1)t). It is
easily verified that the following diagram is an extension in C, where pr1 is the projection
into the first factor:

(E ′, s′) : (JB)S1
0 = (t2 − t)(JB)[t]

(0,inc) // E
pr1 // I
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Let χ : JB → I be the classifying map of (E , s). Consider the following diagram, that
exhibits a strong morphism of extensions from UB into itself extending idB:

UB

��

JB //

χ

��

T B //

��

B

id
��

(E , s)

��

I inc //

ev1

��

t(T B)[t]
ηB◦ev1 //

ev1

��

B

id
��

UB JB inc // T B
ηB // B

It follows that ev1 ◦ χ = idJB. Let ω be the automorphism of (JB)S1
0 = (t2 − t)(JB)[t]

defined by ω(t) = 1 − t. Now consider the following diagram, which exhibits a strong
morphism of extensions UJB →P0,JB extending idJB:

UJB

��

J2B //

��

T (JB) //

��

JB

χ

��
(E ′, s′)

��

(t2 − t)(JB)[t]
(0,inc) //

id
��

E
pr1 //

pr2

��

I

ev1

��
E ′′

��

(t2 − t)(JB)[t] inc //

ω

��

t(JB)[t]
ev1 //

t↔1−t
��

JB

id
��

P0,JB (t2 − t)(JB)[t] inc // (t − 1)(JB)[t]
ev0 // JB

Since ω−1 = ω, it follows that the classifying map of χ with respect to (E ′, s′) equals the
composite:

J2B
λJB // (t2 − t)(JB)[t] ω // (t2 − t)(JB)[t]

Now recall from Example 3.2.4 that, for r = 1, the extension P0,A is isomorphic to:

P0,A : tA[t] ×ev1 ev1
tA[t] inc // A[t] ×ev1 ev1

tA[t]
ev0◦pr1 // A

In the rest of the proof we will identify these extensions without further mention. Define
a morphism θ : E → (T B)S1

1 = t(T B)[t] ×ev1 ev1
t(T B)[t] by the formula (p, q) 7→ (q, p).

Consider the following commutative diagram in C:

UJB

��

J2B //

ω◦λJB

��

T (JB) //

��

JB

χ

��
E ′

��

(JB)S1
0

(0,inc) //

(inc,0)
��

E
pr1 //

θ

��

I

(0,ηB)

��

(UB)S1 (JB)S1
1

(inc)S1 // (T B)S1
1

(ηB)S1
// BS1

1
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Note that the morphism E ′ → (UB)S1 is not compatible with the sections. Let ψ :=
(0, ηB) ◦ χ : JB→ BS1

1 . By Proposition 3.1.3 applied to the diagram above, the following
diagram in [C] commutes:

J2B

id
��

J(ψ) // J(BS1
1 )

κ1,1
B
��

J2B
λJB // (JB)S1

0
ω // (JB)S1

0
γ∗ // (JB)S1

1

Here γ∗ = (inc, 0) : (t2 − t)(JB)[t]→ t(JB)[t] ×ev1 ev1
t(JB)[t] is the morphism induced by

the last vertex map; see Example 3.2.4. The proof will be finished if we show that J(ψ)
equals J(λB) in [C]. By Lemma 3.1.5 it suffices to show that ψ equals λB in [C]. Consider
the following diagram; it exhibits a strong morphism of extensions UB →P0,B extending
the identity of B:

UB

��

JB
χ

��

// T B

��

// B

id
��

(E , s)

��

I

��

inc // t(T B)[t]

p(t)7→(ηB(p)(1−t),0)
��

ηB◦ev1 // B

id
��

P0,B BS1
1 inc

// (PB)1 ev0◦pr1
// B

It follows that λB equals the composite:

JB
χ // I // BS1

1 = tB[t] ×ev1 ev1
tB[t]

p(t) � // (ηB(p)(1 − t), 0)

This is easily seen to be homotopic to ψ = (0, ηB) ◦ χ. �

Lemma 3.7.4. Let B ∈ C and let εn = (−1)n. Then the following diagram in [C]ind

commutes:
Jn+1B

Jn(λB) //

(λJnB)εn
((

Jn(BS1
• )

κn,1
B
��

(JnB)S1
•

Proof. We prove the result by induction on n. The case n = 1 is Lemma 3.7.3. Suppose
that the result holds for n ≥ 1. We have:

κn+1,1
B ◦ Jn+1(λB) = κ1,1

JnB ◦ J(κn,1
B ) ◦ Jn+1(λB) (by Lemma 3.3.1)

= κ1,1
JnB ◦ J(κn,1

B ◦ Jn(λB))

= κ1,1
JnB ◦ J ((λJnB)εn) (by hypothesis)

=
[
κ1,1

JnB ◦ J(λJnB)
]εn

(by Lemma 3.5.1)

=
[
(λJn+1B)−1

]εn
= (λJn+1B)εn+1 (by the case n = 1)

Then the result holds for n + 1. �
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Lemma 3.7.5 (cf. [3, Lemma 6.29]). Let B ∈ C and let n ≥ 0. Then the following diagram
in [C]ind commutes:

J(BSn
• )

(−1)nΛn(idBSn )
��

κ1,n
B // (JB)Sn

•

(λB)Sn

��

BSn+1
• (BS1

• )Sn
•

µ1,n
B

oo

Proof. We have to show the equality of two morphisms in [C]ind; since [J(BSn
• ), BSn+1

• ]C =

limr[J(BSn
r ), BSn+1

• ]C, it will be enough to show that both morphisms are equal when
projected to [J(BSn

r ), BSn+1
• ]C, for every r. Recall the definition of the extension P̃n,B

from Example 3.2.3. The following diagram exhibits a strong morphism of extensions
UBSn

r
→Pn,B that extends the identity of BSn

r :

UBSn
r

��

J(BSn
r ) //

κ1,n
B
��

T (BSn
r ) //

��

BSn
r

id
��

(UB)Sn

��

(JB)Sn
r

//

(λB)Sn

��

(T B)Sn
r

//

��

BSn
r

id
��

(P0,B)Sn

��

(BS1
0 )Sn

r
//

µ1,n
B
��

((PB)0)Sn
r

//

��

BSn
r

id
��

P̃n,B

Example 3.2.3
��

BS1+n
r

//

c∗

��

P̃(n, B)r
//

c∗

��

BSn
r

id
��

Pn,B BSn+1
r

// P(n, B)r
// BSn

r

It follows that Λn(idBSn
r

) equals the composite of the vertical morphisms on the left. The
appeareance of th sign (−1)n is explained in Example 2.3.6. �

Lemma 3.7.6. Let B ∈ C. Then, we have:

(−1)nΛm(κn,m
B ) = κn,m+1

B ◦ JnΛm(idBSm ) ∈ [Jn+1(BSm
• ), (JnB)Sm+1

• ]C

Proof. The following diagram in [C]ind commutes by Lemmas 3.3.3 and 3.7.4:

Jn+1(BSm
• )

Jn(λBSm )
//

(λJn(BSm ))
εn --

Jn((BSm
• )S1
• )

κn,1
BSm
��

Jn(µm,1
B )

// Jn(BSm+1
• )

κn,m+1
B

��

(Jn(BSm
• ))S1

•

(κn,m
B )S1

��

((JnB)Sm
• )S1
•

µm,1
JnB // (JnB)Sm+1

•
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On the other hand, by Remark 3.6.2, we have:

κn,m+1
B ◦ Jn(µm,1

B ) ◦ Jn(λBSm ) = κn,m+1
B ◦ JnΛm(idBSm )

µm,1
JnB ◦ (κn,m

B )S1 ◦ (λJn(BSm ))εn = (−1)nΛm(κn,m
B )

Note that in the second equation we are also using Lemma 3.5.3 to handle the sign (−1)n.
The result follows. �

Lemma 3.7.7 (cf. [3, Lemma 6.32]). Let f ∈ [JN1 A, B
SN2
• ] and g ∈ [JN3 B,C

SN4
• ]. Then:

ΛN4(g) ? f = ΛN2+N4(g ? f ) = g ? ΛN2( f ) ∈ [JN1+N3+1A,C
SN2+N4+1
• ]

Proof. First, we have:

(−1)N2N3ΛN2+N4(g ? f ) = ΛN2+N4
(
µN4,N2

C ◦ gSN2 ◦ κN3,N2
B ◦ JN3( f )

)
= ΛN2+N4

(
µN4,N2

C ◦ gSN 2 ◦ κN3,N2
B

)
◦ JN3+1( f )

= µN4,N2+1
C ◦ ΛN2

(
gSN2 ◦ κN3,N2

B

)
◦ JN3+1( f )

= µN4,N2+1
C ◦ gSN2+1 ◦ ΛN2

(
κN3,N2

B

)
◦ JN3+1( f )

Here the equalities follow from the definition of g? f , Lemma 3.7.1 (i), Lemma 3.7.2 and
Lemma 3.7.1 (ii) —in that order. We are also using Lemma 3.6.3 to handle the (−1)N2N3 .

Secondly, we have:

(−1)N2N3ΛN4(g) ? f =

= (−1)N2µN4+1,N2
C ◦

(
µN4,1

C ◦ gS1 ◦ λJN3 B

)SN2
◦ κN3+1,N2

B ◦ JN3+1( f )

= (−1)N2µN4+1,N2
C ◦

(
µN4,1

C

)SN2
◦
(
gS1

)SN2
◦
(
λJN3 B

)SN2 ◦ κN3+1,N2
B ◦ JN3+1( f )

= (−1)N2µN4,1+N2
C ◦ µ1,N2

CSN4
◦
(
gS1

)SN2
◦
(
λJN3 B

)SN2 ◦ κN3+1,N2
B ◦ JN3+1( f )

= (−1)N2µN4,1+N2
C ◦ gS1+N2 ◦ µ1,N2

JN3 B
◦
(
λJN3 B

)SN2 ◦ κN3+1,N2
B ◦ JN3+1( f )

Here the equalities follow from the definition of ? and Remark 3.6.2, the functoriality of
(?)SN2 , the associativity of µ and the naturality of µ —in that order.

Finally, we have:

(−1)N2N3g ? ΛN2( f ) =

= (−1)N3µN4,N2+1
C ◦ gSN2+1 ◦ κN3,N2+1

B ◦ JN3ΛN2( f )

= (−1)N3µN4,N2+1
C ◦ gSN2+1 ◦ κN3,N2+1

B ◦ JN3
(
ΛN2(idBSN2 ) ◦ J( f )

)
= (−1)N3µN4,N2+1

C ◦ gSN2+1 ◦ κN3,N2+1
B ◦ JN3ΛN2(idBSN2 ) ◦ JN3+1( f )

Here the equalities follow from the definition of ?, Remark 3.6.1 and the functoriality of
JN3 —in that order.
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Thus, ΛN2+N4(g ? f ) = g ? ΛN2( f ) by Lemma 3.7.6 and to prove that ΛN2+N4(g ? f ) =

ΛN4(g) ? f it is enough to show that:

ΛN2
(
κN3,N2

B

)
= (−1)N2µ1,N2

JN3 B
◦
(
λJN3 B

)SN2 ◦ κN3+1,N2
B

We have:

ΛN2
(
κN3,N2

B

)
= ΛN2

(
1(JN3 B)SN2 ◦ κ

N3,N2
B

)
= ΛN2

(
1(JN3 B)SN2

)
◦ J

(
κN3,N2

B

)
= (−1)N2µ1,N2

JN3 B
◦
(
λJN3 B

)SN2 ◦ κ1,N2

JN3 B
◦ J

(
κN3,N2

B

)
= (−1)N2µ1,N2

JN3 B
◦
(
λJN3 B

)SN2 ◦ κN3+1,N2
B

The first equality is trivial and the others follow from Lemma 3.7.1 (i), Lemma 3.7.5 and
Lemma 3.3.1 —in that order. �

Theorem 3.7.8. The operation ? defines an associative composition law that makes KC

into a category, as described in Definition 3.6.4.

Proof. The composition is well-defined by Lemma 3.7.7. The associativity is a straight-
forward but lengthy verification. �

Example 3.7.9. There is a functor j : C → KC defined by A 7→ (A, 0) on objects, that
sends a morphism f : A→ B to its class in HomKC((A, 0), (B, 0)). It is easily verified that
this functor factors through C → [C]. We will often write f instead of j( f ) and A instead
of j(A) and (A, 0). We will sometimes drop C from the notation and write K instead of
KC.

3.8 Additivity
The hom-sets in KC are abelian groups; indeed, they are defined as the (filtered) colimit
of a diagram of abelian groups. Next we show that composition is bilinear.

Lemma 3.8.1. The composition in KC is bilinear.

Proof. Let g ∈ [Jn+wB,CSk+w
• ] represent an element β ∈ K((B, n), (C, k)). Let us show that

β∗ : K((A,m), (B, n)) → K((A,m), (C, k)) is a group homomorphism. Represent elements
α, α′ ∈ K((A,m), (B, n)) by f , f ′ ∈ [Jm+vA, BSn+v

• ] —we may assume that n + v ≥ 2 by
choosing v large enough. To alleviate notation, write

N1 := m + v, N2 := n + v, N3 := n + w and N4 := k + w,

as in Definition 3.6.4. By definition of the composition in K, the following diagram of
sets commutes:

[JN1 A, B
SN2
• ]

g?? //

��

[JN1+N3 A,C
SN2+N4
• ]

��
K((A,m), (B, n))

β∗ // K((A,m), (C, k))
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Here, the vertical arrows are the structural morphisms into the colimits —hence they are
group homomorphisms. Since β∗(α + α′) is represented by g ? ( f + f ′), to prove that
β∗(α + α′) = β∗(α) + β∗(α′) it suffices to show that g?? is a group homomorphism. The
function g?? and the composite of the following three functions differ in the sign (−1)N2N3:

[JN1 A, B
SN2
• ] Lemma 3.5.1 // [JN1+N3 A, (JN3 B)

SN2
• ]

[JN1+N3 A, (JN3 B)
SN2
• ]

g∗ // [JN1+N3 A, (C
SN4
• )

SN2
• ]

[JN1+N3 A, (C
SN4
• )

SN2
• ]

(
µ

N4 ,N2
C

)
∗ // [JN1+N3 A,C

SN2+N4
• ]

It follows that g?? is a group homomorphism, since the three functions above are —recall
Lemma 3.5.3.

Now let f ∈ [Jm+vA, BSn+v
• ] represent an element α ∈ K((A,m), (B, n)). Let us show that

α∗ : K((B, n), (C, k)) → K((A,m), (C, k)) is a group homomorphism. Represent elements
β, β′ ∈ K((B, n), (C, k)) by g, g′ ∈ [Jn+wB,CSk+w

• ] —we may assume that k + w ≥ 2 by
choosing w large enough. As before, write

N1 := m + v, N2 := n + v, N3 := n + w and N4 := k + w.

By definition of the composition in K, the following diagram of sets commutes:

[JN3 B,C
SN4
• ]

?? f //

��

[JN1+N3 A,C
SN2+N4
• ]

��
K((B, n), (C, k)) α∗ // K((A,m), (C, k))

Here, the vertical arrows are the structural morphisms into the colimits —hence they are
group homomorphisms. Since α∗(β + β′) is represented by (g + g′) ? f , to prove that
α∗(β + β′) = α∗(β) + α∗(β′) it suffices to show that ? ? f is a group homomorphism. The
function ?? f and the composite of the following two functions differ in the sign (−1)N2N3:

[JN3 B,C
SN4
• ]

µ
N4 ,N2
C ◦(?)SN2

// [(JN3 B)SN2 ,C
SN4+N2
• ] (19)

[(JN3 B)SN2 ,C
SN4+N2
• ]

(
κ

N3 ,N2
B ◦JN3 f

)∗
// [JN1+N3 A,C

SN4+N2
• ] (20)

The function (19) is a group homomorphism by Lemma 3.5.4 and the function (20) is a
group homomorphism by Remark 2.3.4. Thus, ? ? f is a group homomorphism. �

Lemma 3.8.2. The category KC has finite products.
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Proof. Let B,C ∈ C and let n ∈ Z. Let us first show that (B ×C, n) = (B, n) × (C, n) in K.
For any (A,m) ∈ K, we have:

K((A,m), (B ×C, n)) = colim
v,r

[Jm+vA, (B ×C)Sn+v
r ]

� colim
v,r

[Jm+vA, BSn+v
r ×CSn+v

r ]

� colim
v,r

{
[Jm+vA, BSn+v

r ] × [Jm+vA,CSn+v
r ]

}
� colim

v,r
[Jm+vA, BSn+v

r ] × colim
v,r

[Jm+vA,CSn+v
r ]

= K((A,m), (B, n)) × K((A,m), (C, n))

Here we are using that the functors (?)SN
r : C → C and C → [C] commute with finite

products, and that filtered colimits of sets commute with finite products.
In order to prove that K has finite products, we can reduce to the special case above,

as we proceed to explain. We claim that, for any (B, n) ∈ K and any p ≥ 1, we have an
isomorphism (B, n) � (JpB, n − p). Using this, any pair of objects of K can be replaced
by a new pair of objects —each of them isomorphic to one of the original ones— with
equal second coordinate. The claim follows easily from Lemma 3.10.1, and the proof of
this lemma relies only on Lemma 3.7.3 and the definition of the composition in K. �

Proposition 3.8.3. The category KC is additive.

Proof. It follows from Lemmas 3.8.1 and 3.8.2; see [3, Lemma 6.41] and [10, Section
VIII.2]. �

3.9 Excision
In this section we closely follow [2, Section 6.3]. Let f : A → B be a morphism in C.
The mapping path (P f )• is the Z≥0-diagram in C defined by the following pullbacks:

(P f )r

��

π f // A

f
��

(PB)r
d1 // B

(21)

Notice that π f is a split surjection inU(C); indeed, it is the pullback of the split surjection
d1. Define morphisms ι f : BS1

r → (P f )r by the following diagrams in C:

BS1
r

inc

��

0

$$

ι f

""
(P f )r

��

π f // A

f
��

(PB)r
d1 // B

(22)
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Lemma 3.9.1 (cf. [2, Lemma 6.3.1]). Let f : A → B be a morphism in C and let C ∈ C.
Then the following sequence is exact:

colim
r
K
C(C, (P f )r) // KC(C, A)

f∗ // KC(C, B) (23)

Here, the map on the left is induced by the morphisms π f in (21).

Proof. Let r ≥ 0 and note that K(C, (PB)r) = 0 because (PB)r is contractible. Then the
following composite is zero, because it factors through K(C, (PB)r):

K(C, (P f )r)
(π f )∗ // K(C, A)

f∗ // K(C, B)

This shows that the composite of the morphisms in (23) is zero.
Now let g : JmC → ASm

r be a morphism in C that represents an element α ∈ K(C, A)
such that f∗(α) = 0 ∈ K(C, B). Increasing m if necessary, we may assume without loss of
generality that the following composite in C is nullhomotopic:

JmC
g // ASm

r
fSm
// BSm

r

It follows that there is a commutative diagram in C:

JmC
g //

��

ASm
r

fSm

��

(BSm
r )(I,{1})

s
(d1)∗ // BSm

r

(24)

Since (?)Sm
r : C → C commutes with finite limits, we get the following pullback:

((P f )s)
Sm
r

//

��

ASm
r

fSm

��

(B(I,{1})
s )Sm

r
(d1)∗ // BSm

r

Notice that (B(I,{1})
s )Sm

r � (BSm
r )(I,{1})

s . The diagram (24) determines a morphism:

JmC −→ ((P f )s)Sm
r

It is easily verified that this gives an element β ∈ K(C, (P f )s) that maps to α. �

Definition 3.9.2. Let f : A → B be a morphism in C. We call f a K-equivalence if it
becomes invertible upon applying j : C → KC.

Lemma 3.9.3 (c.f. [2, Lemma 6.3.2]). Let f : A → B be a morphism in C that is a split
surjection inU(C). Then the natural maps ker f → (P f )r are K-equivalences for all r.

Proof. The proof is like that of [2, Lemma 6.3.2]. �
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Let f : A → B be a morphism in C that is a split surjection in U(C). As explained
in the discussion following [2, Lemma 6.3.2], Lemma 3.9.3 implies that the morphisms
(P f )r → (P f )r+1 are K-equivalences for all r ≥ 0. Indeed, this follows from the ‘two out
of three’ property of K-equivalences. Combining this fact with Lemma 3.9.1 we get:

Corollary 3.9.4. Let f : A→ B be a morphism in C that is a split surjection inU(C) and
let C ∈ C. Then the following sequence is exact:

KC(C, (P f )0)
(π f )∗ // KC(C, A)

f∗ // KC(C, B)

Corollary 3.9.5 ([2, Corollary 6.3.3]). Let f : A → B be a morphism in C. Recall the
definitions of π f and ι f from (21) and (22). Let φ f : BS1

0 → (Pπ f )0 be the morphism defined
by the following diagram:

BS1
0

0

��

ι f

&&
φ f

""
(Pπ f )0

��

ππ f // (P f )0

π f

��
(PA)0

d1 // A

Then φ f is a K-equivalence.

Proof. The morphism π f is a split surjection in U(C). The result follows from Lemma
3.9.3 if we show that ι f : BS1

0 → (P f )0 is a kernel of π f , and this is easily verified. �

Corollary 3.9.6 ([2, Corollary 6.3.4]). Let D ∈ C and let

0 // A // B // C // 0

be a split short exact sequence in C. Then the following sequence is exact:

0 // KC(D, A)
f∗ // KC(D, B)

g∗ // KC(D,C) // 0 (25)

Proof. The proof of [2, Corollary 6.3.4] carries over verbatim in this setting; we include
it here for completeness. The following sequence is exact at K(D, B) by Corollary 3.9.4
and exact at K(D,C) because g is a retraction:

0 // K(D, (Pg)0)
(πg)∗ // K(D, B)

g∗ // K(D,C) // 0 (26)

By Lemma 3.9.3, we have an isomorphism:

K(D, A) � // K(D, (Pg)0)

Under this identification, (26) becomes (25). Thus, it suffices to show that (πg)∗ in (26)
is injective. In the following diagram, the sequence of solid arrows is exact by Corollary



60 CHAPTER 3. THE LOOP-STABLE HOMOTOPY CATEGORY

3.9.4 and (φg)∗ is an isomorphism by Corollary 3.9.5. Thus, showing that (πg)∗ is injective
is equivalent to showing that (ιg)∗ is the zero morphism.

K(D, (Pπg)0)
(ππg )∗ // K(D, (Pg)0)

(πg)∗ // K(D, B)

K(D,CS1
0 )

�(φg)∗

OO

(ιg)∗

;;
(27)

Let s : C → B be a splitting of g and let s̃ : (PC)0 → (Pg)0 be the morphism defined by
the following diagram:

(PC)0
s◦d1

%%
s̃
$$

id

��

(Pg)0

��

πg // B
g

��
(PC)0

d1 // C

It is easily verified that ιg equals the composite:

CS1
0

// (PC)0
s̃ // (Pg)0

This implies that (ιg)∗ = 0 because (PC)0 is contractible. �

Lemma 3.9.7. Let f : A → B be a morphism in C. Then the following diagram in [C]
commutes:

AS1
0

id
��

( fS1 )−1
// BS1

0

φ f

��

ι f // (P f )0

id
��

π f // A

id

��
AS1

0 ιπ f

// (Pπ f )0 ππ f

// (P f )0 π f
// A

Here, φ f is the morphism defined in Corollary 3.9.5.

Proof. The square in the middle commutes by definition of φ f . We still have to show
that the square on the left commutes. In the whole proof, we will omit the subscript 0
and write AS1 instead of AS1

0 , PB instead of (PB)0, P f instead of (P f )0, etc. For C ∈ C,
consider the isomorphism C∆1

� C[t], t1 ↔ t. Under this identification, we have:

PB = (t − 1)B[t]

BS1 = (t2 − t)B[t]

P f = {(p(t), a) ∈ PB × A : p(0) = f (a)}

The map π f : P f → A is given by (p(t), a) 7→ a. The map ι f : BS1 → P f is given by
p(t) 7→ (p(t), 0). We also have:

PA = (t − 1)A[t]
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AS1 = (t2 − t)A[t]

Pπ f = {(p(t), a, q(t)) ∈ PB × A × PA : p(0) = f (a), a = q(0)}
= {(p(t), q(t)) ∈ PB × PA : p(0) = f (q(0))}

The map φ f : BS1 → Pπ f is given by p(t) 7→ (p(t), 0). The map ιπ f : AS1 → Pπ f is given
by q(t) 7→ (0, q(t)). To prove the result, it suffices to show that the following morphisms
AS1 → Pπ f are homotopic:

φ f ◦
(

fS1
)−1

: q(t) 7→ ( f (q(1 − t)), 0)

ιπ f : q(t) 7→ (0, q(t))

An easy verification shows that:

Pπ f [u] = {(p(t, u), q(t, u)) ∈ (t − 1)B[t, u] × (t − 1)A[t, u] : p(0, u) = f (q(0, u))}

Let H : AS1 → Pπ f [u] be the homotopy defined by:

H(q(t)) = ( f (q((1 − t)u)), q(1 − (1 − t)(1 − u)))

Let evi : Pπ f [u]→ Pπ f be the evaluation at i. We have:

(ev0 ◦ H) (q(t)) = (0, q(t))

(ev1 ◦ H) (q(t)) = ( f (q(1 − t)), 0)

The result follows. �

Theorem 3.9.8 ([2, Theorem 6.3.6]). Let A
f
→ B

g
→ C be an extension in C. Then, for

any D ∈ C, the following sequence is exact:

KC(D, BS1
0 )

(gS1 )∗ // KC(D,CS1
0 ) ∂ // KC(D, A)

f∗ // KC(D, B)
g∗ // KC(D,C)

Here, the morphism ∂ is the composite:

KC(D,CS1
0 )

(ιg)∗ // KC(D, (Pg)0) KC(D, A)�oo

Proof. Both g and πg are split surjections inU(C); then, the following sequence is exact
by Corollary 3.9.4:

K(D, (Pπg)0)
(ππg )∗ // K(D, (Pg)0)

(πg)∗ // K(D, B)
g∗ // K(D,C) (28)

We have a commutative diagram:

A

0

��

f

$$""
(Pg)0

πg //

��

B
g

��
(PC)0

// C
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The morphism A→ (Pg)0 is a K-equivalence by Lemma 3.9.3. Thus, we can replace (πg)∗
in (28) by the composite

K(D, (Pg)0) K(D, A)�oo f∗ // K(D, B)

and we get an exact sequence:

K(D, (Pπg)0) // K(D, A)
f∗ // K(D, B)

g∗ // K(D,C) (29)

By Corollary 3.9.5, we can identify (φg)∗ : K(D,CS1
0 )

�
→ K(D, (Pπg)0) and (29) becomes:

K(D,CS1
0 ) // K(D, A)

f∗ // K(D, B)
g∗ // K(D,C) (30)

It is easily verified that ∂ is the leftmost morphism in (30); indeed, this follows from the
equality ππg ◦ φg = ιg.

By Lemma 3.9.7, we have a commutative diagram as follows:

K(D, BS1
0 )

id
��

−(gS1 )∗ // K(D,CS1
0 )

(ιg)∗ //

(φg)∗
��

K(D, (Pg)0)

id
��

K(D, BS1
0 )

(φπg )∗
��

(ιπg )∗ // K(D, (Pπg)0)

id
��

(ππg )∗ // K(D, (Pg)0)

id
��

K(D, (Pππg
)0)

(πππg )∗
// K(D, (Pπg)0)

(ππg )∗ // K(D, (Pg)0)

(31)

Notice that ker ∂ = ker
(
(ιg)∗ : K(D,CS1

0 )→ K(D, (Pg)0)
)
. Thus, to finish the proof, it

suffices to show that the top row in (31) is exact. Since (φg)∗ and (φπg)∗ are isomorphisms
by Corollary 3.9.5, the top row in (31) is exact if and only if the bottom one is. But ππg is
a split surjection inU(C), and so the bottom row in (31) is exact by Corollary 3.9.4. The
result follows. �

3.10 The translation functor
Define a functor L : KC → KC as follows: For (A,m) ∈ KC put L(A,m) := (A,m + 1). The
functor L on morphisms is defined by the following identification:

K
C((A,m), (B, n)) = colim

v
[Jm+vA, BSn+v

• ]

� colim
v

[Jm+1+vA, BSn+1+v
• ] = KC((A,m + 1), (B, n + 1))

It is clear that L is an automorphism of KC.
Recall the definition of λB : JB → BS1

r from Example 3.2.2. For any m ∈ Z, we can
consider:

[λB] ∈ KC((JB,m), (B, 1 + m))

[idJB] ∈ KC((B, 1 + m), (JB,m))
(32)
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These two morphisms are mutually inverses in KC, as we prove below. From now on,
each time we identify (B, 1 + m) � (JB,m) it will be using these isomorphisms. Using
this identification n times we get:

(B, n + m) � (JnB,m) (33)

It is easily verified that (33) is represented by idJnB : JnB→ JnB.

Lemma 3.10.1. The morphisms in (32) are mutually inverses in KC.

Proof. The composite [idJB] ◦ [λB] is represented by idJB ? λB ∈ [J(JB), (JB)S1
• ]. By

definition of ?, (idJB ? λB)−1 equals the following composite in [C]ind:

J(JB)
J(λB) // J(BS1

• )
κ1,1

B // (JB)S1
•

It follows from Lemma 3.7.3 that idJB ? λB = λJB ∈ [J(JB), (JB)S1
• ]. This implies that

[idJB] ◦ [λB] = id(JB,m).
The composite [λB] ◦ [idJB] is respresented by λB ? idJB ∈ [J(B), (B)S1

• ]. It is easily
verified that λB ? idJB = λB. It follows that [λB] ◦ [idJB] = id(B,1+m). �

We can also consider:

[λB] ∈ KC((B, 1 + m), (BS1
0 ,m))

[idBS1 ] ∈ KC((BS1
0 ,m), (B, 1 + m))

(34)

As before, we will show that these morphisms are mutually inverses in KC and each time
we identify (B, 1 + m) � (BS1

0 ,m) it will be using these isomorphisms. We need the
following result.

Lemma 3.10.2 ([2, Lemma 6.3.10]). The morphism λB : JB→ BS1
0 is a K-equivalence.

Proof. The proof of [2, Lemma 6.3.10] works verbatim, but we include it here for com-
pleteness. Consider the (unique) strong morphism of extensions:

JB //

��

T B

��

// B

idB

��
BS1

0
// (PB)0

// B

We have T B � 0 � (PB)0 in K, since T B and (PB)0 are contractible. It follows from
Theorem 3.9.8 that

(λB)∗ : K((D, 0), (JB, 0))→ K((D, 0), (BS1
0 , 0))

is bijective for all D ∈ C. Then λB : (JB, 0)→ (BS1
0 , 0) is an isomorphism by Yoneda. �

Lemma 3.10.3. The morphisms in (34) are mutually inverses in KC.
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Proof. By Lemma 3.10.2, the morphism j(λB) : (JB, 0) → (BS1
0 , 0) is an isomorphism.

Since L is an automorphism of K, Lm( j(λB)) is an isomorphism for all m ∈ Z. Is is
straightforward to check that the morphism [λB] in (34) equals the composite:

(B, 1 + m)
[idJB] // (JB,m)

Lm( j(λB)) // (BS1
0 ,m) ,

Since [idJB] is an isomorphism by Lemma 3.10.1, it follows that [λB] in (34) is an isomor-
phism too.

To finish the proof it suffices to show that [idBS1 ] ◦ [λB] = id(B,1+m); this follows imme-
diately from the definitions. �

Remark 3.10.4. It follows from Lemma 3.10.3 that the functors j ◦ (?)S1
0 : C → KC and

L ◦ j : C → KC are naturally isomorphic. Indeed, it is easily verified that the following
diagram commutes for every morphism f : A→ B in C:

(AS1
0 , 0)

j( fS1
0 )
��

[id
AS1 ]

// (A, 1)

L( j( f ))

��
(BS1

0 , 0)
[id

BS1 ]
// (B, 1)

As a consecuence of this, if f is a K-equivalence then so is fS1
0 .

The morphism idBSn induces:

[idBSn ] ∈ K((BSn
r ,m), (B, n + m)) (35)

We will show that [idBSn ] is an isomorphism. We need some preliminary results.

Lemma 3.10.5. The morphisms BSn
r → BSn

r+1 are K-equivalences.

Proof. We will prove the assertion by induction on n. First notice that the result holds for
n = 0; indeed, in this case BS0

r → BS0
r+1 is the identity morphism of B. For the inductive

step, consider the following morphism of extensions induced by the last vertex map:

BSn+1
r

��

// P(n, B)r

��

// BSn
r

��

BSn+1
r+1

// P(n, B)r+1
// BSn

r+1

The vertical morphism in the middle is a K-equivalence because both its source and
its target are contractible by Lemma 3.2.5. The vertical morphism on the right is a K-
equivalence by induction hypothesis. By Theorem 3.9.8, the vertical morphism on the
left is a K-equivalence too. �

Lemma 3.10.6. The morphisms µm,n
B : (BSm

r )Sn
s → BSm+n

r+s ∈ C are K-equivalences for all m
and n.
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Proof. Let us start with the case n = 1. Consider the following morphism of extensions:

(BSm
r )S1

s

µm,1

��

// P(BSm
r )s

µ(Im ,∂Im),(I,{1})

��

// BSm
r

(γs)∗

��

BSm+1
r+s

// P(m, B)r+s
// BSm

r+s

The result follows from Theorem 3.9.8 since P(BSm
r )s and P(m, B)r+s are contractible by

Lemma 3.2.5 and (γs)∗ is a K-equivalence by Lemma 3.10.5.
The general case will follow from the previous one by induction on n. Suppose that

µm,n
B is a K-equivalence for every B ∈ C; we will show that µm,n+1

B is a K-equivalence too.
By the associativity of µ discussed in Example 2.2.4, the following diagram commutes:

((
BSm

r

)Sn

s

)S1

0

µn,1

BSm
r //

(µm,n
B )S1

0
��

(
BSm

r

)Sn+1

s

µm,n+1
B

��(
BSm+n

r+s

)S1

0

µm+n,1
B // BSm+n+1

r+s

The horizontal morphisms are K-equivalences by the case n = 1. The morphism (µm,n
B )S1

0
is a K-equivalence because µm,n

B is; see Remark 3.10.4. Then µm,n+1
B is a K-equivalence. �

Lemma 3.10.7. The morphism (35) is an isomorphism.

Proof. By Lemma 3.10.5 we may assume that r = 0. We will prove the result by induction
on n. The case n = 1 holds by Lemma 3.10.3. Suppose now that the result holds for n ≥ 1.
It is easily verified that the following diagram in K commutes:

((BSn
0 )S1

0 ,m)

Lm j(µn,1
B ) �

��

� // (BSn
0 , 1 + m)

�

��
(BSn+1

0 ,m)
[id

BSn+1 ]
// (B, n + 1 + m)

The horizontal top and vertical right morphisms are isomorphisms by induction hypothe-
sis and j(µn,1

B ) is an isomorphism by Lemma 3.10.6. The result follows. �

Remark 3.10.8. It follows from Lemma 3.10.7 that we have natural isomorphisms of
functors j ◦ (?)Sn

0 � Ln ◦ j and j ◦ ((?)Sn
0 )S1

0 � Ln+1 ◦ j. Indeed, it is easily verified that the
following diagrams commute for every morphism f : A→ B in C:

(ASn
0 , 0)

f∗
��

[idASn ]

�
// (A, n)

f∗
��

(BSn
0 , 0)

[idBSn ]

�
// (B, n)

((ASn
0 )S1

0 , 0)

f∗
��

[µn,1
A ]

�
// (A, n + 1)

f∗
��

((BSn
0 )S1

0 , 0)
[µn,1

B ]

�
// (B, n + 1)
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Lemma 3.10.9. Let α ∈ KC((A,m), (B, n)) be represented by f : Jm+uA→ BSn+u
r . Then the

following diagram commutes:

(A,m)

�[idJm+uA]
��

α // (B, n)

(Jm+uA,−u)
L−u( j( f )) // (BSn+u

r ,−u)

� [idBSn+u ]

OO

Proof. The vertical morphisms are the isomorphisms in (33) and Lemma 3.10.7. The
commutativity of the diagram follows from a straightforward computation. �

3.11 Long exact sequences associated to extensions

Lemma 3.11.1. Let A
f
→ B

g
→ C be an extension in C and let D ∈ C. Then there is a long

exact sequence:

// KC(D, (A, n))
f∗ // KC(D, (B, n))

g∗ // KC(D, (C, n)) ∂ // KC(D, (A, n − 1)) //

Moreover, this sequence is natural with respect to morphisms of extensions.

Proof. It follows from Theorem 3.9.8, as we proceed to explain. The following diagram
is an extension in C:

ASn
0

fSn
// BSn

0
gSn
// CSn

0 (36)

By Theorem 3.9.8 applied to (36), we have an exact sequence:

K(D, (BSn
0 )S1

0 )
g∗ // K(D, (CSn

0 )S1
0 ) ∂ // K(D, ASn

0 )
f∗ // K(D, BSn

0 )
g∗ // K(D,CSn

0 )

Under the natural identifications described in Remark 3.10.8, the latter becomes:

K(D, (B, n + 1))
g∗ // K(D, (C, n + 1)) ∂ // K(D, (A, n))

f∗ // K(D, (B, n))
g∗ // K(D, (C, n))

For varying n ≥ 0, these sequences assemble into a long exact sequence, infinite to the left,
ending in K(D, (C, 0)). It remains to show how to extend this sequence to the right. Upon

applying K(DSn
0 , ?) to the extension A

f
→ B

g
→ C, we get the following exact sequence:

K(DSn
0 , (B, 1))

g∗ // K(DSn
0 , (C, 1)) ∂ // K(DSn

0 , A)
f∗ // K(DSn

0 , B)
g∗ // K(DSn

0 ,C)

After identifying K(DSn
0 , ?) � K((D, n), ?) � K(D, L−n(?)), this sequence becomes:

K(D, (B, 1 − n))
g∗ // K(D, (C, 1 − n)) ∂ // K(D, (A,−n))

f∗ // K(D, (B,−n))
g∗ // K(D, (C,−n))

Now glue these for varying n ≥ 0 to extend the long exact sequence to the right. �
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Lemma 3.11.2. Let A
f
→ B

g
→ C be an extension in C and let C′

c
→ C be a morphism in

C. Let B′
g′
→ C′ be the pullback of g along c. Then g′ is a split surjection in U(C) with

kernel A and c fits into the following morphism of extensions:

A
id
��

// B′

��

g′ // C′

c
��

A
f // B

g // C

Moreover, for any D ∈ C, there is a long exact Mayer-Vietoris sequence:

// K(D, (B′, n)) // K(D, (B, n)) ⊕ K(D, (C′, n)) // K(D, (C, n)) ∂ // K(D, (B′, n − 1)) //

Proof. The existence of the long exact Mayer-Vietoris sequence follows from Lemma
3.11.1 and from the argument explained in [3, Theorem 2.41]. �

Corollary 3.11.3. Let f : A→ B be any morphism in C. Then the last vertex map induces
K-equivalences (P f )r → (P f )r+1.

Proof. Consider the path extension:

P0,B : BS1
r

// (PB)r
// B

If we pullback P0,B along f : A → B, we get a long exact Mayer-Vietoris sequence as
explained in Lemma 3.11.2. Since (PB)r is contractible, this sequence takes the form:

// K(D, (A, 1)) // K(D, (B, 1)) ∂ // K(D, (P f )r)) // K(D, A) // K(D, B) //

It is easily verified that the sequence above is natural in r; then the result follows from the
five lemma and Yoneda. �

3.12 Triangulated structure
Let f : A→ B be a morphism in C. Recall the definitions of π f and ι f from (21) and (22).

Definition 3.12.1. We call mapping path triangle to a diagram in KC of the form

4 f ,n : L(B, n)
∂ f ,n // ((P f )0, n)

Ln j(π f )
// (A, n)

Ln j( f ) // (B, n) ,

where f : A→ B is a morphism in C, n ∈ Z and ∂ f ,n equals the composite:

(B, n + 1) (BS1
0 , n)

[id
BS1 ]

�
oo

(−1)n+1Ln j(ι f )
// ((P f )0, n)

A distinguished triangle in KC is a triangle isomorphic (as a triangle) to some 4 f ,n.
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We are ready to verify that KC satisfies the axioms of a triangulated category with the
translation functor L and the distinguished triangles defined above.

Axiom 3.12.2 (TR0). Any triangle which is isomorphic to a distinguished triangle is itself
distinguished. For any B ∈ C and any n ∈ Z, the following triangle is distinguished:

L(B, n) // 0 // (B, n)
id(B,n) // (B, n)

Proof. The first assertion is clear and the second one follows from the fact that the map-
ping path (PidB)0 � (PB)0 is contractible. �

Axiom 3.12.3 (TR1). Every morphism α : X → Y in KC fits into a distinguished triangle
of the form:

L(Y) // Z // X α // Y

Proof. By Lemma 3.10.9 we can assume that X = (C, k), Y = (B, k) and α = Lk j( f ) with
f : C → D a morphism in C. In this case α fits into the mapping path triangle 4 f ,k. �

Definition 3.12.4. Consider a triangle 4 in K:

4 : L(Z) α // X
β // Y

γ // Z (37)

We define the rotated triangle R(4) by:

R(4) : L(Y)
−Lγ // L(Z) −α // X

−β // Y

Remark 3.12.5. As explained in [3, Definition 6.51], we have an isomorphism:

R(4) � ( L(Y)
−Lγ // L(Z) α // X

β // Y )

Axiom 3.12.6 (TR2). A triangle 4 is distinguished if and only if R(4) is.

Proof. Let us first show that if 4 is distinguished, then R(4) is distinguished as well.
It suffices to prove that the rotation of a mapping path triangle is distinguished. Let
f : A→ B be a morphism in C and consider the following mapping path triangles:

4 f ,n : L(B, n)
∂ f ,n // ((P f )0, n)

Ln j(π f )
// (A, n)

Ln j( f ) // (B, n)

4π f ,n : L(A, n)
∂π f ,n // ((Pπ f )0, n)

Ln j(ππ f )
// ((P f )0, n)

Ln j(π f )
// (A, n)

Let ε : L(B, n) → ((Pπ f )0, n) be the following composite, where φ f is the morphism
defined in Corollary 3.9.5:

(B, n + 1) (BS1
0 , n)

[id
BS1 ]

�
oo

(−1)n+1Ln j(φ f )
// ((Pπ f )0, n)
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Notice that ε is an isomorphism by Corollary 3.9.5. It follows from Lemma 3.9.7 that we
have an isomorphism R(4 f ,n) � 4π f ,n as follows:

R(4 f ,n)

�

��

L(A, n)
−Ln+1 j( f ) //

id
��

L(B, n)
−∂ f ,n //

ε

��

((P f )0, n)

−id
��

−Ln j(π f )
// (A, n)

id
��

4π f ,n L(A, n)
∂π f ,n // ((Pπ f )0, n)

Ln j(ππ f )
// ((P f )0, n)

Ln j(π f )
// (A, n)

This shows that the rotation of a mapping path triangle is distinguished.
We still have to prove that if R(4) is distinguished, then 4 is distinguished. We claim

that if R3(4) is distinguished, then 4 is distinguished; suppose for a moment that this claim
is proved. If R(4) is distinguished then R3(4) is distinguished —because R preserves
distinguished triangles— and so 4 is distinguished —by the claim. Thus, the proof will
be finished if we prove the claim. Let 4 be the triangle in (37). Then:

R3(4) � ( L2(Z) −Lα // L(X)
Lβ // L(Y)

Lγ // L(Z) )

Suppose that R3(4) is distinguished. Then there exists a morphism f : A → B in C that
fits into an isomorphism of triangles as follows:

L2(Z) −Lα //

�

��

L(X)

�

��

Lβ // L(Y)

�

��

Lγ // L(Z)

�

��
L(B, n)

∂ f ,n // ((P f )0, n)
Ln j(π f )

// (A, n)
Ln j( f ) // (B, n)

(38)

Upon applying L−1(?) to (38) we get a commutative diagram as follows:

L(Z) −α //

�

��

X

�

��

β // Y

�

��

γ // Z

�

��
(B, n)

−∂ f ,n−1 // ((P f )0, n − 1)
Ln−1 j(π f )

// (A, n − 1)
Ln−1 j( f ) // (B, n − 1)

Thus, the vertical morphisms in the latter diagram assemble into an isomorphism of tri-
angles 4 � 4 f ,n−1. Then 4 is distinguished. �

Lemma 3.12.7. Let f : A→ B be a morphism in C, let k ∈ Z and let n ≥ 0. Then there is
a morphism of triangles as follows:

4 f ,k+n

��

L(B, k + n) //

�

��

((P f )0, k + n) //

��

(A, k + n) //

[idJnA] �

��

(B, k + n)

[idJnB] �

��
4Jn( f ),k L(JnB, k) // ((PJn( f ))0, k) // (JnA, k) // (JnB, k)

Proof. It is enough to construct a morphism 4 f ,k+1 → 4J( f ),k and then consider the com-
posite:

4 f ,k+n
// 4J( f ),k+n−1

// 4J2( f ),k+n−2
// · · · // 4Jn( f ),k
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Let c : J(P f )0 → (PJ( f ))0 be the morphism defined by the following diagram in C:

J(P f )0

∃!c
%%

��

J(π f )

##
(PJ( f ))0

πJ( f ) //

��

JA

J( f )
��

P(JB)0
d1 // JB

J(PB)0

OO

J(d1)

CC

It is easily verified that the following diagram commutes, where the unlabelled vertical
morphisms are induced by the natural isomorphism j ◦ J � L ◦ j : C → K:

(BS1
0 , k + 1)

�

��

Lk+1 j(ι f )
// ((P f )0, k + 1)

�

��

Lk+1 j(π f )
// (A, k + 1)

�

��

Lk+1 j( f ) // (B, k + 1)

�

��
(J(BS1

0 ), k)
Lk j(J(ι f ))

//

Lk j(κ1,1
B )

��

(J(P f )0, k)

Lk j(c)
��

Lk j(J(π f ))
// (JA, k)

id
��

Lk j(J( f )) // (JB, k)

id
��

((JB)S1
0 , k)

Lk j(ιJ( f ))
// ((PJ( f ))0, k)

Lk j(πJ( f ))
// (JA, k)

Lk j(J( f ))
// (JB, k)

It is easily verified that the following diagram commutes:

(B, k + 2)

[idJB] �

��

(BS1
0 , k + 1)

[id
BS1 ]

�
oo

[id
J(BS1 )

]�

��

(J(BS1
0 ), k)

Lk j(κ1,1
B )

��

(JB, k + 1) ((JB)S1
0 , k)

−[id
(JB)S1 ]

�
oo

To get the desired morphism of triangles 4 f ,k+1 → 4J( f ),k, put together both diagrams
above. �

Lemma 3.12.8. Let f : A→ B be a morphism in C, let k ∈ Z and let n ≥ 0. Then there is
an isomorphism of triangles as follows:

4 fSn ,k

�

��

L(BSn
r , k) //

�

��

((P fSn )0, k) //

�

��

(ASn
r , k) //

�[idASn ]

��

(BSn
r , k)

�[idBSn ]

��
4 f ,n+k L(B, n + k) // ((P f )0, n + k) // (A, n + k) // (B, n + k)
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Proof. First notice that ((PB)0)Sn
r � P(BSn

r )0 since there are natural isomorphisms P(?)0 �
(?) ⊗ PZ0 and (?)Sn

r � (?) ⊗ ZSn
r . It follows easily from this that ((P f )0)Sn

r � (P fSn )0. We
have the following commutative diagram, where the vertical morphisms from the second
row to the first one are induced by the natural isomorphism j ◦ (?)Sn

r � Ln ◦ j : C → K:

(BS1
0 , n + k)

Ln+k j(ι f )
// ((P f )0, n + k)

Ln+k j(π f )
// (A, n + k)

Ln+k j( f ) // (B, n + k)

((BS1
0 )Sn

r , k)

�

OO

Lk j(ιSn
f )

//

�

��

(((P f )0)Sn
r , k)

�

��

Lk j(πSn
f )

//

�

OO

(ASn
r , k)

�

OO

id
��

Lk j( fSn ) // (BSn
r , k)

id
��

�

OO

((BSn
r )S1

0 , k)
Lk j(ι fSn )

// ((P fSn )0, k)
Lk j(π fSn )

// (ASn
r , k)

Lk j( fSn )
// (BSn

r , k)

It is easily verified that the following diagram commutes:

(B, n + k + 1) (BS1
0 , n + k)

[id
BS1 ]

�
oo

((BS1
0 )Sn

r , k)

[id
(BS1 )Sn ]�

OO

�

��

(BSn
r , k + 1)

�[idBSn ]

OO

((BSn
r )S1

0 , k)
�

(−1)n[id
(BSn )S1 ]

oo

To get the desired isomorphism of triangles 4 fSn ,k � 4 f ,n+k, put together both diagrams
above. �

Axiom 3.12.9 (TR3). For every diagram of solid arrows as follows, in which the rows
are distinguished triangles, there exists a dotted arrow that makes the whole diagram
commute.

L(Z′) //

��

X′

��

// Y ′

��

// Z′

��
L(Z) // X // Y // Z

(39)

Proof. Let us begin with a special case. Consider a commutative square in [C]:

A′

a
��

f ′ // B′

b
��

A
f // B

Suppose that (39) takes the following form, where the rows are mapping path triangles:

L(B′, n)
∂ f ′ ,n //

Ln+1 j(b)
��

((P f ′)0, n)

��

Ln j(π f ′ ) // (A′, n)

Ln j(a)
��

Ln j( f ′) // (B′, n)

Ln j(b)
��

L(B, n)
∂ f ,n // ((P f )0, n)

Ln j(π f )
// (A, n)

Ln j( f ) // (B, n)

(40)
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We want to show that a dotted arrow exists in this case. Let H : A′ → Bsdr I be a homotopy
such that d1 ◦ H = f ◦ a and d0 ◦ H = b ◦ f ′; we may assume r ≥ 1. We have:

(P f ′)r = {(x, y) ∈ A′ × (PB′)r | f ′(x) = d1(y)}

(P f )r+1 = {(x, y) ∈ A × (PB)r+1 | f (x) = d1(y)}

Define a morphism c : (P f ′)r → (P f )r+1 by the formula:

c(x, y) = (a(x),H(x) • P(b)(y)) (41)

Here, the symbol • means concatenation of paths —we have (PB)r+1 � Bsdr I ×B (PB)r

so that we can concatenate an element of Bsdr I with one of (PB)r to get an element of
(PB)r+1. Note that the concatenation in (41) makes sense since d0(H(x)) = b( f ′(x)) =

b(d1(y)) = d1(P(b)(y)). Moreover, c(x, y) is indeed an element of (P f )r+1 since we have:

d1(H(x) • P(b)(y)) = d1(H(x)) = f (a(x))

Let χ : ((P f ′)0, n)→ ((P f )0, n) be the composite:

((P f ′)0, n) � // ((P f ′)r, n)
Ln( j(c)) // ((P f )r+1, n) ((P f )0, n)�oo

We claim that taking the dotted arrow in (40) equal to χ makes the whole diagram com-
mute. It is easily verified that the following square commutes in C, and this implies that
the middle square in (40) commutes:

(P f ′)r
π f ′ //

c
��

A′

a

��
(P f )r+1

π f // A

It is easily verified that the following diagram commutes in [C], and this implies that the
left square in (40) commutes:

(B′)S1
0

//

bS1

��

(B′)S1
r

ι f ′ // (P f ′)r

c
��

BS1
0

// BS1
r+1

ι f // (P f )r+1

This finishes the proof of the axiom in this special case.
In the general case, we may suppose that both triangles are mapping path triangles, so

that (39) equals the following diagram, for some morphisms f : A→ B and f ′ : A′ → B′:

4 f ′,k′

��

L(B′, k′) //

��

((P f ′)0, k′)

��

// (A′, k′)

α

��

// (B′, k′)

β

��
4 f ,k L(B, k) // ((P f )0, k) // (A, k) // (B, k)

(42)
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We may choose l and r large enough so that α is represented by a : Jk′+lA′ → ASk+l
r , β is

represented by b : Jk′+lB′ → BSk+l
r , and the following square in [C] commutes:

Jk′+lA′

a
��

Jk′+l( f ′) // Jk′+lB′

b
��

ASk+l
r

fSk+l
// BSk+l

r

By the special case we have already proven, we can extend a and b to a morphism of
triangles 4Jk′+l( f ′),−l → 4 fSk+l ,−l. Then the composite

4 f ′,k′
Lemma 3.12.7 // 4Jk′+l( f ′),−l

// 4 fSk+l ,−l
Lemma 3.12.8 // 4 f ,k

is a morphism of triangles that extends the diagram of solid arrows in (42). �

Axiom 3.12.10 (TR4). Let α : X → X′ and π′ : X′ → Y be composable morphisms in KC

and put π := π′ ◦α. Then there exist commutative diagrams as follow, where the rows and
columns of the big diagram are distinguished triangles.

L2Y

��

−Lι′ // LZ′

��

Lε′ // LX′

ϕ

��

Lπ′ // LY

��
0

��

// Z′′

ψ

��

id // Z′′ //

��

0

��

LX′

ϕ

��

Lπ′ // LY
ι

��
LY

id
��

ι // Z

��

ε // X
α

��

π // Y
id
��

Z′′
ψ // Z

LY ι′ // Z′ ε′ // X′ π′ // Y

Proof. Consider the following diagram in KC:

X α // X′ π′ // Y (43)

We will say that this diagram satisfies (TR4) if the axiom holds for this particular pair of
morphisms.

(i) It is straightforward to verify that if two of such diagrams are isomorphic, then one
satisfies (TR4) if and only if the other does.

(ii) Consider the following triangle in K:

4 : LW
ρ // U σ // V τ // W

Recall from Definition 3.12.4 that we have:

R3(4) �
(

L2W
−Lρ // LU Lσ // LV Lτ // LW

)
By (TR2), 4 is distinguished if and only if R3(4) is. Using this fact, it is easy to
prove that (43) satisfies (TR4) if and only if the following diagram does:

LX Lα // LX′ Lπ′ // LY
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We claim that any diagram like (43) is isomorphic to the diagram below, for some n ∈ Z
and some morphisms a : A→ B and b : B→ C in C:

(A, n)
Ln j(a) // (B, n)

Ln j(b) // (C, n)

Once this claim is proved, using (i) and (ii), the proof of the axiom (TR4) can be reduced
to the special case when α = j(a) : (A, 0)→ (B, 0) and π′ = j(b) : (B, 0)→ (C, 0).

Let us prove the claim. Suppose that X = (A,m), X′ = (B, n) and Y = (C, k) and
let α : (A,m) → (B, n) be represented by f : Jm+uA → BSn+u

r . Write Ã := Jm+uA and
B̃ := BSn+u

r to alleviate notation. By Lemma 3.10.9, we have an isomorphism of diagrams:

(A,m)

�
��

α // (B, n)

�
��

π′ // (C, k)

id
��

(Ã,−u)
L−u j( f ) // (B̃,−u) // (C, k)

Hence we may assume that m = n and that α = Ln j( f ) for some morphism f : A → B.
Let π′ : (B, n)→ (C, k) be represented by b : Jn+vB→ CSk+v

s . By Lemma 3.10.9, we have
an isomorphism of diagrams as follows, proving the claim:

(A, n)

�

��

Ln j( f ) // (B, n)

�

��

π′ // (C, k)

�
��

(Jn+vA,−v)
L−v j(Jn+v f ) // (Jn+vB,−v)

L−v j(b) // (CSk+v
s ,−v)

Let a : A → B and b : B → C be morphisms in C. Let us prove that the following
diagram satisfies (TR4):

(A, 0)
j(a) // (B, 0)

j(b) // (C, 0)

The argument is the one explained in [2, Axiom 6.5.7] but we give some more details. Put
c := b ◦ a : A → C. We will use the identifications in Lemma 3.9.7 so that we have, for
example:

(PC)0 = (t − 1)C[t]

CS1
0 = (t2 − t)C[t]

(Pb)0 = {(p(t), y) ∈ C[t] × B : p(0) = b(y) and p(1) = 0}

(Pc)0 = {(q(t), z) ∈ C[t] × A : q(0) = c(z) and q(1) = 0}

Recall from (21) and (22) the definitions of πb : (Pb)0 → C and ιb : CS1
0 → (Pb)0. For

example, the morphism πb : (Pb)0 → B is defined by πb(p(t), y) = y. The morphism
η : (Pc)0 → (Pb)0, η(q(t), z) = (q(t), a(z)), makes the following diagram in C commute:

CS1
0

ιc //

id
��

(Pc)0

η

��

πc // A

a

��

c // C

id

��
CS1

0
ιb // (Pb)0

πb // B b // C
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By functoriality of the mapping path construction, there is a morphism θ making the
following diagram commute:

((Pb)0)S1
0

(πb)S1 //

ιη

��

BS1
0

ιa

��
(Pη)0

πη

��

θ // (Pa)0

πa

��
CS1

0
ιc //

id
��

(Pc)0

η

��

πc // A

a

��

c // C

id

��
CS1

0
ιb // (Pb)0

πb // B b // C

(44)

We claim that θ is a K-equivalence; indeed, it is a split surjection with contractible kernel,
as we proceed to explain. We have:

(P(Pb)0)0 =

{
(p(t, s), y(s)) ∈ C[t, s] × B[s] :

p(0, s) = b(y)(s), p(1, s) = 0,
p(t, 1) = 0 and y(1) = 0

}

(Pη)0 = {(p(t, s), y(s), q(t), z) ∈ (P(Pb)0)0 × (Pc)0 : (p(t, 0), y(0)) = (q(t), a(z))}

In the description of (Pη)0 above, (p(t, s), y(s), q(t), z) satisfies q(t) = p(t, 0) so that we can
get rid of q as long as we keep p. Hence, we have:

(Pη)0 =

(p(t, s), y(s), z) ∈ C[t, s] × B[s] × A :

p(0, s) = b(y)(s),
p(1, s) = 0, p(t, 1) = 0,
y(1) = 0, p(0, 0) = c(z)

and y(0) = a(z)


It is easily seen that, using this description of (Pη)0, the morphism θ : (Pη)0 → (Pa)0 is
given by θ(p(t, s), y(s), z) = (y(t), z). We have:

ker θ = {(p(t, s), 0, 0) ∈ (Pη)0}

� {p(t, s) ∈ C[t, s] : p(0, s) = 0, p(1, s) = 0 and p(t, 1) = 0}

It is easily verified that ker θ is contractible. Moreover, θ is a split surjection with section:

(Pa)0 3 (y(t), z) 7→ (b(y)(1 − (1 − s)(1 − t)), y(s), z) ∈ (Pη)0

Upon applying j to (44) and identifying (BS1
0 , 0) � (B, 1), we get the following di-

agram in K whose rows and columns are mapping path triangles; the diagram clearly
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commutes, except maybe for the squares ∗ and ?:

(C, 2)

��

−∂b,0 //

∗

((Pb)0, 1)
L j(πb) //

∂η,0
��

(B, 1)

j(θ)−1◦∂a,0
��

L j(b) // (C, 1)

��
0

��

// ((Pη)0, 0)

j(πη)
��

id // ((Pη)0, 0)

j(πa)◦ j(θ)
��

//

?

0

��
(C, 1)

∂c,0 //

id
��

((Pc)0, 0)

j(η)
��

j(πc) // (A, 0)

j(a)
��

j(c) // (C, 0)

id
��

(C, 1)
∂b,0 // ((Pb)0, 0)

j(πb) // (B, 0)
j(b) // (C, 0)

The composite c ◦ πa : (Pa)0 → C is easily seen to be nullhomotopic, so that the square ?
commutes. The composite

(CS1
0 )S1

0
(ιb)S1 // ((Pb)0)S1

0

ιη // (Pη)0

is easily seen to factor through ker θ, which is contractible; this implies that the square ∗
commutes too.

We still have to show that the following square commutes:

(B, 1)

j(θ)−1◦∂a,0
��

L j(b) // (C, 1)

∂c,0

��
((Pη)0, 0)

j(πη)
// ((Pc)0, 0)

(45)

It is easily seen that the commutativity of (45) is implied by the commutativity of the
following diagram in [C]:

BS1
0

ιa ��

bS1 // CS1
0

ιc

��

(Pa)0
ξ

))
(Pη)0

θ

OO

πη
// (Pc)0

(46)

Here the morphism ξ is given by ξ(y(t), z) = (b(y)(t), z). The square in (46) commutes on
the nose. The triangle in (46) commutes in [C], as we proceed to explain. Consider the
following elementary homotopies H1,H2 : (Pη)0 → (Pc)0[u]:

H1(p(t, s), y(s), z) = (p(tu, t), z)

H2(p(t, s), y(s), z) = (p(t, tu), z)

Then evu=0◦H1 = ξ◦θ, evu=1◦H1 = evu=1◦H2 and evu=0◦H2 = πη, showing that ξ◦θ = πη
in [C]. This finishes the proof of (TR4). �
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We have shown that KC is a triangulated category with the distinguished triangles be-
ing those triangles isomorphic to mapping path triangles. As in the topological setting
[3, Section 6.6], the distinguished triangles could also be defined using extension trian-
gles; we proceed to give the details of this.

Definition 3.12.11. Let E : A
f
→ B

g
→ C be an extension in C with classifying map

ξ : JC → A. Let n ∈ Z and let ∂E ,n be the composite:

(C, n + 1)
[idJC] // (JC, n)

(−1)nLn j(ξ) // (A, n)

We call extension triangle to a diagram in KC of the form:

4E ,n : L(C, n)
∂E ,n // (A, n)

Ln j( f ) // (B, n)
Ln j(g) // (C, n)

Proposition 3.12.12 ([3, Section 6.6]). A triangle in KC is distinguished if and only if it
is isomorphic to an extension triangle.

Proof. Let us show first that every mapping path triangle is isomorphic to an extension
triangle. Let g : B→ C be any morphism in C. Consider the mapping cylinder:

Zg := {(p, b) ∈ C[t] × B : p(0) = g(b)}

Using the identifications in Lemma 3.9.7, we have:

(Pg)0 := {(p, b) ∈ (t − 1)C[t] × B : p(0) = g(b)}

It is easily verified that the following diagram is an extension in C:

Zg : (Pg)0
inc // Zg

ε // C
(p, b) � // p(1)

Let pr : Zg → B be the natural projection; pr is easily seen to be a homotopy equivalence
inverse to b 7→ (g(b), b). We claim that there is an isomorphism of triangles as follows:

4Zg,0

�

��

(B, 1)

id
��

∂Zg ,0 // ((Pg)0, 0)

id
��

j(inc) // (Zg, 0)

� j(pr)
��

j(ε) // (C, 0)

id
��

4g,0 (B, 1)
∂g,0 // ((Pg)0, 0)

j(πg)
// (B, 0)

j(g) // (C, 0)

The middle and right squares clearly commute but we still have to show that ∂Zg,0 = ∂g,0.
Let ω : CS1

0 → CS1
0 be the automorphism defined by ω(p(t)) = p(1 − t). Consider the

following morphism of extensions, where the vertical map in the middle is defined by
p(t) 7→ (p(1 − t), 0):

P0,C

��

CS1
0

ιg◦ω

��

// (PC)0

��

// C

id
��

Zg (Pg)0
// Zg

// C
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By Proposition 3.1.3, the classifying map of Zg equals ιg ◦ ω ◦ λC; this is easily seen to
imply that ∂Zg,0 = ∂g,0.

Let us now show that every extension triangle is isomorphic to a mapping path trian-

gle. Let E : A
f
→ B

g
→ C be an extension in C. Let h : A→ (Pg)0 be the natural morphism

that is a K-equivalence by Lemma 3.9.3. We claim that there is an isomorphism of trian-
gles as follows:

4E ,0

�

��

(C, 1)

id
��

∂E ,0 // (A, 0)

� j(h)
��

j( f ) // (B, 0)

id
��

j(g) // (C, 0)

id
��

4g,0 (C, 1)
∂g,0 // ((Pg)0, 0)

j(πg)
// (B, 0)

j(g) // (C, 0)

The middle and right squares clearly commute but we still have to show that j(h) ◦ ∂E ,0 =

∂g,0. Above we proved that the classifying map of Zg equals ιg ◦ ω ◦ λC in [C]. Now
let ξ : JC → A be the classifying map of E and consider the following morphism of
extensions, where the middle vertical map is b 7→ (g(b), b):

E :

��

A

h
��

// B

��

// C

id
��

Zg : (Pg)0
inc // Zg

ε // C

By Proposition 3.1.3, the classifying map of Zg equals h◦ξ in [C]. Then ιg◦ω◦λC = h◦ξ
in [C], and this is easily seen to imply that j(h) ◦ ∂E ,0 = ∂g,0. �

3.13 Universal property
We recall from [2, Subsection 6.6] the definition of an excisive homology theory with
values in a triangulated category.

Definition 3.13.1. Let (T , L) be a triangulated category. An excisive homology theory
with values in T consists of the following data:

(i) a functor X : C → T ;

(ii) a morphism δE ∈ HomT (LX(C), X(A)) for every extension E in C:

E : A
f // B

g // C (47)

These morphisms δE are subjet to the following conditions:

(a) For every extension (47), the following triangle is distinguished:

4E : LX(C)
δE // X(A)

X( f ) // X(B)
X(g) // X(C)

(b) The triangles 4E are natural with respect to morphisms of extensions.
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Example 3.13.2. Let E : A
f
→ B

g
→ C be an extension in C. Recall from Proposition

3.12.12 that we have a distinguished triangle in KC:

4E ,0 : (C, 1)
∂E ,0 // (A, 0)

j( f ) // (B, 0)
j(g) // (C, 0)

Moreover, it follows from Proposition 3.1.3 that ∂E ,0 is natural with respect to morphisms
of extensions. Then the functor j : C → KC together with the morphisms ∂E ,0 is an
excisive homology theory.

A graded category is a pair (A , L) where A is an additive category and L is an
automorphism of A . It (A , L) is a graded category and X is an object of A , we will
often write (X, n) instead of Ln(X). A graded functor F : (A , L)→ (A ′, L′) is an additive
functor F : A → A ′ such that F ◦ L = L′ ◦ F. Let F,G : (A , L) → (A ′, L′) be graded
functors. A graded natural transformation ν : F → G is a natural transformation ν such
that L′(νX) = νL(X) : L′F(X)→ L′G(X) for all X ∈ A .

Example 3.13.3. A triangulated category is a graded category.

Example 3.13.4. Let (T , L) be a triangulated category. Put A := T I where I = {0→ 1}
is the interval category; it is easily verified that A is an additive category. The translation
functor in T induces a translation functor in A that makes A into a graded category.

Example 3.13.5. Let GrAb be the category whose objects are Z-graded abelian groups
and whose morphisms graded morphisms of degree zero. Then A = GrAb is a graded
category with the translation functor L defined by L(M)n = Mn+1, n ∈ Z, M ∈ GrAb.

Definition 3.13.6. Let (A , L) be a graded category. A δ-functor with values in A consists
of the following data:

(i) a functor X : C → A that preserves finite products;

(ii) a morphism δE ∈ HomA (LX(C), X(A)) for every extension E in C:

E : A // B // C

These morphisms δE are subject to the following conditions:

(a) δE : LX(C)→ X(A) is an isomorphism if X(B) = 0;

(b) The morphisms δE are natural with respect to morphisms of extensions.

Example 3.13.7. An excisive homology theory X : C → T is a δ-functor.

Example 3.13.8. Let X,Y : C → T be excisive homology theories and let ν : X → Y
be a natural transformation such that, for every extension (47), the following diagram
commutes:

LX(C)
δX
E //

L(νC)
��

X(A)

νA

��
LY(C)

δY
E // Y(A)

(48)
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Let A = T I be the graded category of Example 3.13.4. Then the natural transformation
ν induces a δ-functor C → A , that we still denote ν. Explicitely, the functor ν : C → A
is defined as follows:

A 7→ (νA : X(A)→ Y(A))

f ∈ HomC(A, B) 7→ (X( f ),Y( f )) ∈ HomA (νA, νB)

For an extension (47), the morphism δE ∈ HomA (L(νC), νA) is defined by:

δE := (δX
E , δ

Y
E ) ∈ HomA (L(νC), νA)

We want to show that j : C → KC is the universal excisive and homotopy invariant
homology theory, in the sense of [2, Section 6.6]. In order to deal with natural transforma-
tions, we will work in the slightly more general setting of δ-functors. From now on, fix a
homotopy invariant δ-functor X with values in a graded category (A , L). A morphism in
C will be called an X-equivalence if it becomes invertible upon applying X. For example,
the following morphisms are X-equivalences:

1) The morphisms BSn
r → BSn

r+1 for any B ∈ C, n ∈ Z≥0 and r ≥ 0. Indeed, this
follows by induction on n. For n = 0 there is nothing to prove since BS0

r = B. Now
suppose that we know the result for n ≥ 0 and consider the following morphism of
extensions:

BSn+1
r

//

��

P(n, B)r

��

// BSn
r

��

BSn+1
r+1

// P(n, B)r+1
// BSn

r+1

Since X is a δ-functor, we have a commutative square as follows:

LX(BSn
r )

�

��

δ // X(BSn+1
r )

��

LX(BSn
r+1) δ // X(BSn+1

r+1 )

The morphisms δ are isomorphisms since the middle terms of the extensions are
contractible and X is homotopy invariant. This proves the result for n + 1.

2) The morphisms µm,n
B : (BSm

r )Sn
s → BSm+n

r+s for B ∈ C and m, n, r, s ≥ 0. We will prove
the assertion in the special case n = 1 and r = s = 0 since it is the only one we will
use below. Consider the following morphism of extensions:

(BSm
0 )S1

0

µm,1
B
��

// P(BSm
0 )0

��

// BSm
0

id
��

BSm+1
0

// P(m, B)0
// BSm

0
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Since the middle terms of the extensions are contractible and X is a homotopy
invariant δ-functor, we have a commutative square as follows:

LX(BSm
0 )

id
��

δ

�
// X((BSm

0 )S1
0 )

X(µm,1
B )

��

LX(BSm
0 ) δ

�
// X(BSm+1

0 )

Since X is homotopy invariant, X induces a functor [C] → A that we still denote X.
Let [C]ind

X be the full subcategory of [C]ind whose objects are ind-objects (A, I) such that:

(i) I has an initial object i0;

(ii) all the transition morphisms Ai → A j are X-equivalences.

Notice that, for any B ∈ C, the ind-object (BSn
• ,Z≥0) is an object of [C]ind

X .
It is easily verified that [C] has finite products and that the functor C → [C] commutes

with finite products. Then [C]ind has finite products too; explicitely, the product of (A•, I)
and (B•, J) is the object (A•×B•, I×J) with the obvious projections. Since X is a δ-functor,
we have natural isomorphisms:

X(Ai × B j) � X(Ai) ⊕ X(B j)

Using this, it is easily seen that the product of two objects of [C]ind
X is again an object of

[C]ind
X . This shows that [C]ind

X has finite products.
Let (A, I), (B, J) ∈ [C]ind. A morphism f ∈ [(A, I), (B, J)]C is a collection {[ fi]}i∈I of

homotopy classes of morphisms fi : Ai → Bθ(i) subject to certain compatibility relations.

Lemma 3.13.9. There is a functor X̃ : [C]ind
X → A such that X̃(A, I) = X(Ai0) and such

that X̃( f ) is the composite

X(Ai0)
X( fi0 )

// X(Bθ(i0)) X(B j0)
�oo

for any f ∈ [(A, I), (B, J)]C. Moreover, X̃ preserves finite products.

Proof. It is easily verified that X̃ is indeed a well-defined functor. The fact that X̃ pre-
serves finite products follows from the fact that X : [C]→ A does. �

Let B ∈ C and n ≥ 1. By Remark 2.3.4, BSn
• is a group object in [C]ind

X . It follows from
Lemma 3.13.9 that X(BSn

0 ) has a group object structure induced by that of BSn
• . Since A

is an additive category, every object of A is an abelian group object. Thus, X(BSn
0 ) has

two group object structures: the one coming from BSn
• and the other from being an object

of A . By the Eckmann-Hilton argument, both group structures coincide and the function

X̃ : [A•, B
Sn
• ]C // HomA (X(Ai0), X(BSn

0 ))

is a group homomorphism for every (A, I) in [C]ind
X .
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Let A ∈ C and let UA be the universal extension of A. Since T A is contractible, there
is an isomorphism:

δUA : (X(A), 1) � // (X(JA), 0)

Put iJ,1
A := δUA and define inductively iJ,n+1

A as the composite:

(X(A), n + 1)
L(iJ,n

A )
// (X(JnA), 1)

iJ,1
JnA // (X(Jn+1A), 0)

Let iJ,0
A be the identity of (X(A), 0). It is easily verified by induction on n = p + q that the

following equality holds for p, q ≥ 0:

iJ,p+q
A = iJ,q

JpA ◦ Lq(iJ,p
A )

The morphisms iJ,n
? assemble into a natural isomorphism Ln ◦ X � X ◦ Jn(?) : C → A .

Let A ∈ C and let P0,A be the path extension of A. Since (PA)0 is contractible, there
is an isomorphism:

δPA : (X(A), 1) � // (X(AS1
0 ), 0)

Put iS,1A := δPA and define inductively iS,n+1
A as the composite:

(X(A), n + 1)
L(iS,nA )

// (X(ASn
0 ), 1)

iS,1
ASn

0 // (X((ASn
0 )S1

0 ), 0)
�

X(µn,1
A )
// (X(ASn+1

0 ), 0)

Let iS,0A be the identity of (X(A), 0). It is easily verified by induction on n = p + q that the
following equality holds for p, q ≥ 0:

iS,p+q
A = X(µp,q

A ) ◦ iS,q
A
Sp
0

◦ Lq(iS,pA )

The morphisms iS,n? assemble into a natural isomorphism Ln ◦ X � X ◦ (?)Sn
0 : C → A .

Lemma 3.13.10. Let N2,N3 ≥ 0 and let B ∈ C. Then the following diagram in A
commutes up to the sign (−1)N2N3:

(X(B),N2 + N3)
LN3 (iS,N2

B )
//

LN2 (iJ,N3
B )
��

(X(B
SN2
0 ),N3)

i
J,N3

B
SN2 // (X(JN3(B

SN2
0 )), 0)

X(κN3 ,N2
B )

��

(X(JN3 B),N2)
iS,N2
JN3 B // (X((JN3 B)

SN2
0 ), 0)

Proof. If N2 = 0 or N3 = 0 there is nothing to prove. Upon applying the functor X̃ to the
diagram (18) we get that the followig diagram in A commutes up to the sign −1; the case
N2 = N3 = 1 follows easily from this:

X(J2B)
X(J(λB)) //

X(λJB) ,,

X(J(BS1
0 ))

X(κ1,1
B )

��

X((JB)S1
0 )
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Once we know the case N2 = N3 = 1, the case N3 = 1 with arbitrary N2 follows by an
easy induction on N2. Once we know the result for N3 = 1 and arbitrary N2, the general
case follows by an easy induction on N3. �

Theorem 3.13.11. Let (A , L) be a graded category and let X : C → A be a homotopy
invariant δ-functor. Then there exists a unique graded functor X̄ : KC → A such that
X̄(∂E ,0) = δE for every extension E and such that the following diagram commutes:

C
j //

X **

KC

∃!X̄
��

A

Proof. Define X̄ on objects by X̄(A,m) := (X(A),m). To define X̄ on morphisms we must
define, for every pair of objects of K, a group homomorphism:

X̄(A,m),(B,n) : K((A,m), (B, n)) // HomA ((X(A),m), (X(B), n)) (49)

Let X̄v be the dotted composite:

[Jm+vA, BSn+v
• ]

X̄v

**

X̃ // HomA ((X(Jm+vA), 0), (X(BSn+v
0 ), 0))

� (iS,n+v
B )−1◦(?)◦iJ,m+v

A
��

HomA ((X(A),m + v), (X(B), n + v))

� L−v

��
HomA ((X(A),m), (X(B), n))

The function X̄v is a group homomorphism by the discussion following Lemma 3.13.9.
Moreover, it is easily verified that this diagram commutes:

[Jm+vA, BSn+v
• ] X̄v

//

Λn+v

��

HomA ((X(A),m), (X(B), n))

[Jm+v+1A, BSn+v+1
• ]

X̄v+1

66

Thus, the morphisms X̄v induce the desired group homomorphism X̄(A,m),(B,n) in (49); this
defines X̄ on morphisms. It is straightforward but tedious to verify that the definitions
above indeed give rise to an additive functor X̄ : KC → A . When verifying that X̃
preserves composition, Lemma 3.13.10 is needed to show that the signs in Definition
3.6.4 work out. We clearly have X = X̄ ◦ j and L ◦ X̄ = X̄ ◦ L.

Let us now show that X̄(∂E ,0) = δE for every extension E in C. Consider an extension
as follows, with classifying map ξ : JC → A:

E : A
f // B

g // C
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Recall from Definition (3.12.11) that ∂E ,0 equals the composite:

(C, 1)
[idJC] // (JC, 0)

j(ξ) // (A, 0)

Upon applying X̄ we get:

(X(C), 1)
iJ,1
C // (X(JC), 0)

X(ξ) // (X(A), 0)

By naturality of δ, we have:

X̄(∂E ,0) = X(ξ) ◦ iJ,1
C = X(ξ) ◦ δUC = δE

It remains to check the uniqueness of X̄. Let X̄ : KC → A be any graded functor
with the properties described in the statement of this theorem. Let α ∈ K((A,m), (B, n)) be
represented by f : Jm+vA→ BSn+v

r and let γr : BSn+v
0 → BSn+v

r be the morphism induced by
the iterated last vertex map. By Lemma 3.10.9, the following diagram in KC commutes:

(A,m)

�

��

α // (B, n)

(Jm+vA,−v)
L−v j( f ) // (BSn+v

r ,−v)

�

OO

(BSn+v
0 ,−v)

�
ll

�

L−v j(γr)oo

Upon applying X̄ we get the following commutative diagram in A :

(X(A),m)

L−v(iJ,m+v
A ) �

��

X(α) // (X(B), n)

(X(Jm+vA),−v)
L−vX( f ) // (X(BSn+v

r ),−v)

�

OO

(X(BSn+v
0 ),−v)

L−v(iS,n+v
B )

�

ll

�

L−vX(γr)oo

It follows that X̄ is the functor defined above. �

As a corollary we get:

Theorem 3.13.12. Let (T , L) be a triangulated category and let X : C → T be an
excisive and homotopy invariant homology theory. Then there exists a unique triangulated
functor X̄ : KC → T such that X̄(∂E ) = δE for every extension E , and such that the
following diagram commutes:

C
j //

X **

KC

∃!X̄
��

T

Proof. By Theorem 3.13.11, there exists a unique graded functor X̄ making the diagram
commute and such that X̄(∂E ,0) = δE for every extension E in C. It remains to check
that X̄ sends distinguished triangles in K to distinguished triangles in T . By Proposition
3.12.12 it suffices to show that X̄ sends extension triangles 4E ,0 to distinguished triangles
in T , but this follows immediately from the fact that X̄(∂E ,0) = δE . �
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Remark 3.13.13. One way to summarize Theorem 3.13.12 is to say that j : C → KC is the
universal excisive and homotopy invariant homology theory with values in a triangulated
category. Such a universal homology theory was already constructed by Garkusha in [6,
Theorem 2.6 (2)] using completely different methods. Both constructions are, of course,
naturally isomorphic since they satisfy the same universal property.

Theorem 3.13.14. Let F : C → C be a functor satisfying the following properties:

1) F preserves homotopic morphisms;

2) F preserves extensions.

Then there exists a unique triangulated functor F̄ making the following diagram commute:

C
j //

F
��

KC

∃!F̄
��

C
j // KC

Let F1, F2 : C → C be two morphisms with the properties above and let η : F1 → F2

be a natural transformation. Then there exists a unique (graded) natural transformation
η̄ : F̄1 → F̄2 such that η̄ j(A) = j(ηA) for all A ∈ C.

Proof. The existence and uniqueness of F̄ follow from Theorem 3.13.12 once we notice
that j ◦ F : C → K is an excisive and homotopy invariant homology theory. Let us show
now the existence of η̄. For every A ∈ C put:

νA := j(ηA) ∈ K(F1(A), F2(A))

The νA assemble into a natural transformation ν : j◦F1 → j◦F2 : C → K. Let A := (KC)I

where I is the interval category. Recall from Example 3.13.8 that ν induces a homotopy
invariant δ-functor C → A if we show that the diagram (48) commutes. Let

E : A
f // B

g // C

be an extension in C. Then we have a morphism of extensions in C:

F1(A)
ηA

��

F1( f ) // F1(B)
ηB

��

F1(g) // F1(C)
ηC

��
F2(A)

F2( f ) // F2(B)
F2(g) // F2(C)

Since j sends extensions to triangles in a natural way, the following diagram in KC com-
mutes:

(F1(C), 1)

L(νC)
��

δ j◦F1 // (F1(A), 0)

νA

��
(F2(C), 1) δ j◦F2 // (F2(A), 0)

Thus, ν induces a homotopy invariant δ-functor C → A , which in turn induces a graded
functor ν̄ : KC → A by Theorem 3.13.11. It is easily verified that this graded functor ν̄
corresponds to the desired natural transformation η̄ : F̄1 → F̄2. �
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Remark 3.13.15. Let F, F′, F′′ : C → C be functors satisfying the hypothesis of Theorem
3.13.14 and let η : F → F′ and η′ : F′ → F′′ be natural transformations. Then η′ ◦ η =

η̄′ ◦ η̄.



Chapter 4

Bivariant K-theory spaces

Resumen del capı́tulo
Para cada par de álgebras A y B, Garkusha [5] construyó un espectro K(A, B) que repre-
senta a la teorı́a de homologı́a universal, escisiva e invariante por homotopı́a [5, Com-
parison Theorem B]. En las secciones 4.2 y 4.3 recordamos la definición de K(A, B) y
probamos un resultado análogo el teorema de representabilidad de Garkusha, usando la
categorı́a KC definida en el capı́tulo 3. Más precisamente, en el Teorema 4.3.3, mostramos
que hay un isomorfismo natural:

πnK(A, B) � KC(A, (B, n))

Este resultado se deduce fácilmente del Teorema 2.3.3. Sea X un conjunto simplicial
finito. En la sección 4.4 mostramos que el n-ésimo grupo de homologı́a y el n-ésimo grupo
de cohomologı́a de X con coeficientes en K(A, B) [12] están dados, respectivamente, por
KC(AX, (B, n)) y por KC(A, (BX,−n)). Más precisamente, en las proposiciones 4.4.1 y
4.4.5, construı́mos equivalencias débiles de espectros:

K̃(A, B) ∧ X+
∼ // K(AX, B)

K(A, BX) ∼ //Map(X,K(A, B))

Aquı́, K̃(A, B) es un reemplazo cofibrante de K(A, B) en la categorı́a de modelos estable.
En el Corolario 4.4.2 probamos que una equivalencia débil f : X → Y entre conjuntos
simpliciales finitos induce una K-equivalencia f ∗ : AY → AX. En el Corolario 4.4.3
mostramos que, para conjuntos simpliciales finitos X e Y , el morfismo de multiplicación
µX,Y : (AX)Y → AX×Y definido en la sección 2.2 es una K-equivalencia.

Chapter summary
For any pair of algebras (A, B), Garkusha [5] constructed a spectrum K(A, B) that rep-
resents the universal excisive and homotopy invariant homology theory [5, Comparison

87
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Theorem B]. In sections 4.2 and 4.3 we recall the definition of K(A, B) and prove an ana-
log of Garkusha’s representability theorem, using the category KC defined in Chapter 3.
More precisely, in Theorem 4.3.3, we show that there is a natural isomorphism:

πnK(A, B) � KC(A, (B, n))

This result follows easily from Theorem 2.3.3. In section 4.4 we show that, for a finite
simplicial set X, the n-th homology and n-th cohomology groups of X with coefficients
in K(A, B) [12] equal KC(AX, (B, n)) and KC(A, (BX,−n)) respectively. More precisely, in
Propositions 4.4.1 and 4.4.5, we construct weak equivalences of spectra:

K̃(A, B) ∧ X+
∼ // K(AX, B)

K(A, BX) ∼ //Map(X,K(A, B))

Here, K̃(A, B) is a cofibrant replacement of K(A, B) in the stable model category of spec-
tra. In Corollary 4.4.2 we prove that a weak equivalence f : X → Y of finite simplicial
sets induces a K-equivalence f ∗ : AY → AX. In Corollary 4.4.3 we show that, for finite
simplicial sets X and Y , the multiplication morphism µX,Y : (AX)Y → AX×Y defined in
section 2.2 is a K-equivalence.

4.1 Path extensions revisited

Let B ∈ C and let n, q ≥ 0. We will define a class of extensions Pq
n,B that generalize the

path extensions Pn,B defined in Section 3.2. Put:

P(n, B)q
• := B(In+1×∆q,(∂In×I×∆q)∪(In×{1}×∆q))

•

On the one hand, the composite In × ∆q � In × {0} × ∆q ⊆ In+1 × ∆q induces a morphism
of Z≥0-diagrams in C:

P(n, B)q
•

pq
n,B // B(In×∆q,∂In×∆q)

•

On the other hand, we have inclusions B(In+1×∆q,∂In+1×∆q)
r ⊆ P(n, B)q

r . Proceeding in analogy
to what was done for (4) on page 36, one can show that there is an extension:

Pq
n,B : B(In+1×∆q,∂In+1×∆q)

r
// P(n, B)q

r
pq

n,B // B(In×∆q,∂In×∆q)
r
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A splitting of pq
n,B inU(C) can be constructed as follows: Recall that we have an element

t0 ∈ Z(I,{1})
0 . Let sq

n,B be the composite:

B(In×∆q,∂In×∆q)
r

sq
n,B

**

?⊗t0 // B(In×∆q,∂In×∆q)
r ⊗ Z(I,{0})

0

�
��(

B(In×∆q,∂In×∆q)
r

)(I,{0})

0

µ

��

B(In×∆q×I,(In×∆q×{0})∪(∂In×∆q×I))
r

�

��

B(In×I×∆q,(In×{0}×∆q)∪(∂In×I×∆q))
r

It is straightforward to check that sq
n,B is a section to pq

n,B inU(C).
Remark 4.1.1. It is easily verified that the extensions (Pq

n,B, s
q
n,B) are:

(i) natural in B with respect to morphisms in C;

(ii) natural in r with respect to the last vertex map;

(iii) and natural in q with respect to morphisms of ordinal numbers.

4.2 Bivariant K-theory space
Let A, B ∈ C and let n ≥ 0. From the proof of Theorem 2.3.3, it follows that there is a
natural bijection:(

ΩnEx∞HomC(JnA, B∆)
)

q
� colim

r
HomC

(
JnA, B(In×∆q,∂In×∆q)

r

)
Let f ∈ HomC(JnA, B(In×∆q,∂In×∆q)

r ) and define ζn( f ) as the classifying map of f with respect
to the extension Pq

n,B:

UJnA

∃!
��

Jn+1A //

ζn( f )
��

T JnA

��

// JnA

f
��

Pq
n,B B(In+1×∆q,∂In+1×∆q)

r
// P(n, B)q

r
// B(In×∆q,∂In×∆q)

r

It follows from Remark 4.1.1 that this defines a morphism of simplicial sets:

ζn : ΩnEx∞HomC(JnA, B∆) // Ωn+1Ex∞HomC(Jn+1A, B∆) (1)

Definition 4.2.1 (Garkusha). Let A, B ∈ C. The bivariant K-theory space of the pair
(A, B) is the simplicial set defined by:

K C(A, B) := colim
n

ΩnEx∞HomC(JnA, B∆)

Here, the transition morphisms are the ζn defined in (1).
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Note that K C(A, B) is a fibrant simplicial set, since it is a filtering colimit of fibrant
simplicial sets. This definition of K C(A, B) is easily seen to be the same as the one given
in [5, Section 4]. We will often drop C from the notation and write K instead of K C.

Theorem 4.2.2 (cf. [5, Corollary 7.1, Comparison Theorem B]). Let n ≥ 0. Then there is
a natural isomorphism:

πnK
C(A, B) � KC(A, (B, n))

Proof. Since πn � π0Ω
n commutes with filtered colimits, we have:

πnK (A, B) � colim
v

π0Ω
nΩvEx∞HomC(JvA, B∆)

� colim
v

π0Ω
v+nEx∞HomC(JvA, B∆)

� colim
v

[JvA, BSv+n
• ]C (by Theorem 2.3.3)

Notice that ΩnΩv � Ωv+n because of our conventions on iterated loop spaces; see section
1.3.3. Recall from Definition 3.6.4 that

K(A, (B, n)) = colim
v

[JvA, BSn+v
• ]C

where the transition functions are the Λn+v of Lemma 3.6.3. Thus, we need to compare
Λn+v with:

πnζ
v : [JvA, BSn+v

• ]C // [Jv+1A, BSn+v+1
• ]C

Let cv,n : Iv× In �
→ In× Iv be the commutativity isomorphism; cv,n induces an isomorphism

(cv,n)∗ : BSn+v
r → BSv+n

r . It is straightforward to verify that the following square commutes
for all v:

[JvA, BSv+n
• ]C

πnζ
v
// [Jv+1A, BSv+1+n

• ]C

[JvA, BSn+v
• ]C

Λn+v
//

�(cv,n)∗
OO

[Jv+1A, BSn+v+1
• ]C

� (cv+1,n)∗
OO

These squares assemble into a morphism of diagrams that, upon taking colimit in v, in-
duces an isomorphism:

πnK (A, B) � K(A, (B.n))

This finishes the proof. �

4.3 Bivariant K-theory spectrum
The following result is [5, Theorem 5.1]; we sketch its proof here for future reference.

Theorem 4.3.1 (Garkusha). There is a natural isomorphism of simplicial sets:

K C(A, B) � ΩK C(JA, B)
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Proof. Let c1,v : I × Iv �
→ Iv × I be the commutativity isomorphism. For a simplicial set

X, we have an induced isomorphism (c1,v)∗ : Ωv+1X → Ω1+vX. There is a commutative
square:

Ωv+1Ex∞HomC(J1+vA, B∆)

�(c1,v)∗

��

Ωζv
// Ωv+2Ex∞HomC(J1+v+1A, B∆)

� (c1,v+1)∗

��
Ω1+vEx∞HomC(J1+vA, B∆)

ζ1+v
// Ω1+v+1Ex∞HomC(J1+v+1A, B∆)

The colimit of the top horizontal morphisms is ΩK (JA, B) and the colimit of the bottom
ones is K (A, B). The result follows. �

Let S 1 := ∆1/∂∆1. A spectrum is a collection {Xn}n≥0 of pointed simplicial sets,
together with pointed morphisms S 1 ∧ Xn → Xn+1, which we call bonding maps. A mor-
phism of spectra f : X → Y is a sequence of pointed morphisms f : Xn → Yn commuting
with the bonding maps. Write Spt for the category of spectra and morphisms of spectra.
We will consider in Spt the stable model structure, which is proper and simplicial; see,
for example, [7, Theorem 4.15]. Let X be a spectrum and let m ∈ Z. The m-th homotopy
group of X is defined as the following colimit:

πmX := colim
v

πm+vXv

A morphism of spectra is a stable equivalence iff it induces an isomorphism upon taking
πm, for all m. A spectrum X is stably fibrant iff all the Xn are fibrant simplicial sets and all
the adjoints Xn → ΩXn+1 of the bonding maps are weak equivalences of simplicial sets.

Definition 4.3.2 (Garkusha). Let A, B ∈ C. The bivariant K-theory spectrum KC(A, B)
consists of the spaces

K C(A, B),K C(JA, B),K C(J2A, B), . . .

together with the bonding maps that are adjoint to the isomorphisms of Theorem 4.3.1.

Notice thatKC(A, B) is a fibrant spectrum. As usual, we may drop C from the notation.

Theorem 4.3.3 (cf. [5, Corollary 7.1, Comparison Theorem B]). For every n ∈ Z there is
a natural isomorphism:

πnKC(A, B) � KC(A, (B, n))

Proof. For n ≥ 0 this follows from Theorem 4.2.2 since πnK(A, B) � πnK (A, B). For
n ≤ 0 we have:

πnK(A, B) � π0K (J−nA, B)

� colim
v

π0Ω
vEx∞HomC(J−n+vA, B∆)

� colim
v

[J−n+vA, BSv
• ]C

� K((A,−n), (B, 0))
� K((A, 0), (B, n)) �
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Remark 4.3.4. Let X = ΩnEx∞Hom(A, B∆). Let εX : S 1 ∧ ΩX → X be the counit of the
adjunction between the suspension and loop functors. We want an explicit description of
εX. More precisely, we have:

(ΩX)q � colim
r

Hom(A, B(In+1×∆q,∂In+1×∆q)
r )

Xq � colim
r

Hom(A, B(In×∆q,∂In×∆q)
r )

(2)

We want a description of εX in terms of the right-hand side of (2). First of all, for any
pointed simplicial set Y , the projection ∆1 → S 1 induces an isomorphism:

∆1 × Y
(∂∆1 × Y) ∪ (∆1 × {∗})

� // S 1 ∧ Y

Hence, in order to describe εX it suffices to give a morphism ∆1×ΩX → X. Let [ f ] denote
the class of f ∈ Hom(A, B(In+1×∆q,∂In+1×∆q)

r ) in (ΩX)q. Let x : ∆q → ∆1 be a q-simplex of
∆1. It is easily verified that εX(x, [ f ]) equals the class of the composite

A
f // B(In+1×∆q,∂In+1×∆q)

r
? // B(In×∆q,∂In×∆q)

r

where the morphism ? is induced by the following morphisms of simplicial sets:

In × ∆q In×diag // In × ∆q × ∆q In×x×∆q
// In × I × ∆q

Example 4.3.5. Theorem 4.3.1 states the existence of isomorphisms

K (A, B) � // ΩK (JA, B) (3)

that are then used to construct the bonding maps of the spectrumK(A, B). It will be useful
to have an explicit description of the adjoints of these morphisms:

S 1 ∧K (A, B) //K (JA, B) (4)

Recall that:

(Ω1+nEx∞Hom(J1+nA, B∆))q � colim
r

Hom(J1+nA, B(I1+n×∆q,∂I1+n×∆q)
r ) (5)

For every n ≥ 0, we proceed to define a function:

S n : (∆1 ×Ω1+nEx∞Hom(J1+nA, B∆))q
// (ΩnEx∞Hom(J1+nA, B∆))q

Let [ f ] denote the class of f ∈ Hom(J1+nA, B(I1+n×∆q,∂I1+n×∆q)
r ) in (5) and let t : ∆q → ∆1 be

a q-simplex of ∆1. Define S n(t, [ f ]) as the class of the composite

J1+nA
f // B(I1+n×∆q,∂I1+n×∆q)

r
? // B(In×∆q,∂In×∆q)

r
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where the morphism ? is induced by the following morphisms of simplicial sets:

In × ∆q In×diag // In × ∆q × ∆q � ∆q × In × ∆q t×In×∆q
// I1+n × ∆q

Clearly, the S n assemble into a morphism of simplicial sets:

S n : ∆1 ×Ω1+nEx∞Hom(J1+nA, B∆) // ΩnEx∞Hom(J1+nA, B∆)

It is straightforward but tedious to verify that these morphisms are compatible with (1).
Hence, upon taking colimit in n, we get a morphism:

S : ∆1 ×K (A, B) //K (JA, B)

We claim that the morphism above induces (4). Again, the verification of the latter is
tedious but straightforward: first smash (3) with S 1 and then compose with the counit of
Remark 4.3.4; the resulting morphism equals S .

4.4 The (co)homology theory with coefficients in K(A, B)

Let X be a simplicial set and let A, B ∈ C. We proceed to construct a natural morphism:

φA,B,X : K(A, B) ∧ X+
// K(AX, B) (6)

To alleviate notation, we will write φ instead of φA,B,X. We have:

K (JnA, B) ∧ X+ �
K (JnA, B) × X
{∗} × X

Thus, to define φ at level n it suffices to give a morphism φn : K (JnA, B) × X →
K (Jn(AX), B) that sends {∗} × X to the basepoint —the zero morphism. Let us define
φn in dimension q. Recall that:

K (JnA, B)q = colim
v

(
ΩvEx∞HomC(JvJnA, B∆)

)
q

= colim
v

colim
r

HomC
(
Jn+vA, B(Iv×∆q,∂Iv×∆q)

r

)
Since cartesian products commute with colimits, to define φn

q it suffices to give compatible
functions:

Hom
(
Jn+vA, B(Iv×∆q,∂Iv×∆q)

r

)
× Xq

φq // Hom
(
Jn+v(AX), B(Iv×∆q,∂Iv×∆q)

r

)
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Let f ∈ Hom
(
Jn+vA, B(Iv×∆q,∂Iv×∆q)

r

)
and let x : ∆q → X be a q-simplex of X. Define

φn
q( f , x) as the following composite function:

Jn+v(AX)

φn
q( f ,x)

--

Jn+v(x∗) // // Jn+v(A∆q
) Remark 3.3.2 // (Jn+vA)∆q

f ∆q

��(
B(Iv×∆q,∂Iv×∆q)

r

)∆q

µ

��

B(Iv×∆q×∆q,∂Iv×∆q×∆q)
r

?

��

B(Iv×∆q,∂Iv×∆q)
r

Here, the morphism ? is the one induced by the diagonal map ∆q → ∆q×∆q. It is straight-
forward but tedious to verify that these functions φn

q are compatible with the colimit maps
and induce a function:

φn
q : K (JnA, B)q × Xq

//K (Jn(AX), B)q (7)

It is easily seen that, for varying q, the functions (7) assemble into a morphism of simpli-
cial sets. Moreover, the latter clearly sends X × {∗} to the basepoint of K (AX, B). So far,
we have defined a morphism of simplicial sets:

φn : K (JnA, B) ∧ X+
//K (Jn(AX), B)

Finaly, a tedious but straightforward verification shows that these morphisms φn assemble
into a morphism of spectra. This completes the construction of (6).

Notice that K (JnA, B)∧∆0
+ � K (JnA, B) and A∆0

� A. It is easily verified that, under
these identifications, the morphism φA,B,∆0 equals the identity of K(A, B).

Let c : K̃(A, B)→ K(A, B) be a cofibrant replacement in the category of spectra.

Proposition 4.4.1. Let X be a finite simplicial set. Then the following composite is a
stable weak equivalence of spectra:

K̃(A, B) ∧ X+

c∧X+ // K(A, B) ∧ X+

φX // K(AX, B) (8)

Proof. Let φ̃X be the composite in (8); we have to prove that φ̃X is a weak equivalence
for finite X. The assertion holds for X = ∅ and X = ∆0 —in these cases, φX is an
isomorphism of spectra. Let us show now that φ̃∆p is a weak equivalence for any p. The
following diagram commutes:

K̃(A, B) ∧ ∆
p
+

��

φ̃∆p // K(A∆p
, B)

��

K̃(A, B) ∧ ∆0
+

φ̃
∆0

�
// K(A∆0

, B)
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Here, the vertical morphisms are induced by ∆p → ∆0. The vertical morphism on the left
is a weak equivalence because K̃(A, B)∧? is a left Quillen functor, and so it takes weak
equivalences between cofibrant objects to weak equivalences [9, Lemma 1.1.12]. The
vertical morphism on the right is a weak equivalence because A∆0

→ A∆p
is a homotopy

equivalence.
Consider a pushout diagram of finite simplicial sets as follows, where the horizontal

morphisms are inclusions:
Y ′

��

// // Y

��
X′ // // X

(9)

Upon applying A? : Sop → C we get a morphism of extensions as follows:

A(Y,Y′) // AY // AY′

A(X,X′) //

�

OO

AX //

OO

AX′

OO

The rows are indeed extensions by [2, Lemma 3.1.2] and the vertical map on the left is an
isomorphism because the square on the right is cartesian. Upon applying K(?, B) we get
the following diagram of spectra:

K(AY′ , B)

��

// K(AY , B)

��
K(AX′ , B)

��

// K(AX, B)

��
∗ // K(A(X,X′), B)

The outer and bottom squares are homotopy cartesian by [5, Theorem 6.6]; hence the
top square is homotopy cartesian too, by [11, Lemma 1.1.8]. Then the upper square is
homotopy cocartesian as well because the model structure is stable. Now consider the
following commutative diagram of spectra:

K̃(A, B) ∧ Y ′+ K̃(A, B) ∧ Y+

K(AY′ , B) K(AY , B)

K̃(A, B) ∧ X′+ K̃(A, B) ∧ X+

K(AX′ , B) K(AX, B)

φ̃Y′ φ̃Y

φ̃X′ φ̃X
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We already know that the front face is homotopy cocartesian. The back face is homotopy
cocartesian too since K̃(A, B)∧? preserves pushouts along cofibrations. If we know that
φ̃Y′ , φ̃Y and φ̃X′ are weak equivalences, then φ̃X is a weak equivalence too by [8, Proposi-
tion 13.5.10]. Using the latter, we will finish the proof by induction on dim X.

Consider the following pushout diagram of simplicial sets:

∅

��

// // ∆p

��
∆p // // ∆p ∐

∆p

By the previous paragraph, it follows that φ̃∆p ∐
∆p is a weak equivalence. By induction,

one proves that φ̃X is a weak equivalence when X is a finite disjoint union of ∆p’s. In
particular, φ̃X is a weak equivalence for any finite X of dimension 0. Now suppose that φ̃X

is a weak equivalence for every finite X of dimension < p, and let Y be a finite simplicial
set of dimension p. We have a pushout of finite simplicial sets as follows:∐

∂∆p

��

// //∐ ∆p

��
skp−1X // // X

Once more, by the previous paragraph, φ̃X is a weak equivalence. �

Corollary 4.4.2. Let f : X → Y be a weak equivalence between finite simplicial sets and
let A ∈ C. Then f ∗ : AY → AX is a K-equivalence.

Proof. Let B ∈ C. Note that K̃(A, B)∧? preserves weak equivalences [9, Lemma 1.1.12].
By Proposition 4.4.1, f∗ : K(AX, B) → K(AY , B) is a weak equivalence of spectra. Upon
applying πn and making the identifications in Theorem 4.3.3, we have an isomorphism:

f∗ : K(AX, (B, n)) // K(AY , (B, n))

Then f ∗ : AY → AX is an isomorphism in K by Yoneda. �

Corollary 4.4.3. Let X and Y be two finite simplicial sets and let A ∈ C. Then the
morphism µX,Y : (AX)Y → AX×Y is a K-equivalence.

Proof. Let B ∈ C. It is enough to show that µ∗ : K(AX×Y , B) → K((AX)Y , B) is a weak
equivalence of spectra. A straightforward verification shows that the following diagram
of spectra commutes:

K(A, B) ∧ X+ ∧ Y+

�

��

φX∧Y+ // K(AX, B) ∧ Y+

φY

��
K(A, B) ∧ (X × Y)+

φX×Y // K(AX×Y , B)
µ∗ // K((AX)Y , B)
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Upon taking cofibrant replacements c : K̃ → K of the bivariant K-theory spectra, we get
the following commutative diagram of solid arrows:

K̃(AX, B) ∧ Y+

c∧Y+

��
φ̃y∼

uu

K̃(A, B) ∧ X+ ∧ Y+

00

�

��

φ̃X∧Y+ // K(AX, B) ∧ Y+

φY

��
K̃(A, B) ∧ (X × Y)+

φ̃X×Y

∼
// K(AX×Y , B)

µ∗ // K((AX)Y , B)

(10)

The proof will be finished if we show there exists a dotted weak equivalence making the
diagram commute in the homotopy category of spectra.

Recall that the K-theory spectra K are fibrant in the stable model category of spectra.
Factoring ∗ → K into a cofibration followed by a trivial fibration, we can choose a cofi-
brant replacement c : K̃ → K so that K̃ is still fibrant. Since K̃(A, B) ∧ X+ is cofibrant
and c : K̃(AX, B) → K(AX, B) is a weak equivalence between fibrant spectra, there exists
a morphism of spectra ψ making the following diagram commute up to left homotopy
[9, Proposition 1.2.5 (iv)]:

K̃(AX, B)

c
��

K̃(A, B) ∧ X+

ψ
55

φ̃X // K(AX, B)

(11)

Moreover, ψ is a weak equivalence since both φ̃X and c are. Since ψ is a weak equivalence
between cofibrant spectra and ? ∧ Y+ is a left Quillen functor, then ψ ∧ Y+ is a weak
equivalence of spectra. We claim that ψ ∧ Y+ is a dotted arrow that fits (10) making the
diagram commute in the homotopy category. Every left Quillen functor preserves left
homotopies between morphisms with cofibrant domain. Thus, upon applying ? ∧ Y+ to
(11) we get a diagram that commutes up to left homotopy —hence, it commutes in the
homotopy category of spectra by [9, Theorem 1.2.10 (iii)]. �

Remark 4.4.4. Let X be a finite simplicial set. By Proposition 4.4.1, K(AX, (B, n)) equals
the n-th homology group of X with coefficients in K(A, B) —in the sense of [12].

We now proceed to construct a natural morphism:

ϑA,B,X : K(A, BX) // K(A, B)X (12)

In order to define ϑ at level n, recall that:

K (JnA, BX)p � colim
v,r

(
ΩvExrHom(Jn+vA, (BX)∆)

)
p

� colim
v,r

Hom
(
Jn+vA, (BX)(Iv×∆p,∂Iv×∆p)

r

)
(13)
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There is a natural morphism of simplicial sets as follows —this need not be an isomor-
phism unless X is finite:

colim
v,r

Map
(
X,ΩvExrHom(Jn+vA, B∆)

)
//K (JnA, B)X (14)

We have:[
colim

v,r
Map

(
X,ΩvExrHom(Jn+vA, B∆)

)]
p
� colim

v,r
Hom

(
Jn+vA, B(Iv×X×∆p,∂Iv×X×∆p)

r

)
(15)

Let f ∈ Hom
(
Jn+vA, (BX)(Iv×∆p,∂Iv×∆p)

r

)
and define ϑn( f ) to be the following composite,

where the vertical isomorphism is induced by the commutativity of the product:

Jn+vA

ϑn( f ) ..

f // (BX)(Iv×∆p,∂Iv×∆p)r
µ // B(X×Iv×∆p,X×∂Iv×∆p)

r
���

B(Iv×X×∆p,∂Iv×X×∆p)
r

It is easily verified that these functions ϑn are compatible with the transition maps of the
colimits in (13) and (15), giving a morphism of simplicial sets:

ϑn : K (JnA, BX) // colim
v,r

Map
(
X,ΩvExrHom(Jn+vA, B∆)

)
Composing the latter with (14) we get:

ϑn : K (JnA, BX) //K (JnA, B)X

A straightforward verification shows that these ϑn assemble into the desired morphism of
spectra (12).

Proposition 4.4.5. Let X be a finite simplicial set. Then the morphism ϑA,B,X constructed
above is a weak equivalence of spectra.

Proof. This is very similar to the proof of Proposition 4.4.1 but there is no need to take
fibrant replacement because the bivariant K-theory spectrum K is already fibrant. First
of all, notice that ϑX is an isomorphism in the cases X = ∅ and X = ∆0. Proceeding
as in the proof of Proposition 4.4.1 one shows that ϑ∆p is a weak equivalence for all p.
Now consider a pushout like (9) where the horizontal morphism are inclusions; we want
to show that if ϑY′ , ϑY and ϑX′ are weak equivalences, then ϑX is a weak equivalence
too. The latter follows from a reasoning like in the proof of Proposition 4.4.1, using
[5, Theorem 5.3] and the fact that K(A, B)? : Sop → Spt is a right Quillen functor. �

Remark 4.4.6. Let X be a finite simplicial set. By Proposition 4.4.5, K(A, (BX,−n)) equals
the n-th cohomology group of X with coefficients in K(A, B) —in the sense of [12].



Chapter 5

Matrix-stable bivariant K-theories

Resumen del capı́tulo
En este capı́tulo estudiamos diferentes estabilizaciones de K con respecto a álgebras de
matrices. En la sección 5.1 construı́mos una teorı́a de homologı́a universal, escisiva, in-
variante por homotopı́a y Mn-estable, que denotamos por jf : C → Kf . La condición
de Mn-estabilidad significa que, para todo A ∈ C y todo n ≥ 1, el morfismo A → MnA,
a 7→ e11⊗a, se vuelve inversible luego de aplicar jf. Una teorı́a con estas caracterı́sticas ya
habı́a sido construı́da por Garkusha [5, Theorem 6.5 (2)]. En la sección 5.2 construı́mos,
para cualquier conjunto infinito X, una teorı́a de homologı́a universal, escisiva, invariante
por homotopı́a y MX-estable, que denotamos por jX : C → KX. Aquı́, MX es la `-álgebra
de matrices finitas con coeficientes en ` indexadas por X × X. En el caso X = N, KX
coincide con construcciones previas de Cortiñas-Thom [2, Theorem 6.6.2] y Garkusha
[5, Theorem 9.3.2]. Probamos que, para todo conjunto infinito X y toda `-álgebra A,
hay un isomorfismo natural KX(`, A) � KH0A; esto extiende [2, Theorem 8.2.1]. En la
sección 5.3 definimos, para cualquier grupo G, una teorı́a de homologı́a universal, esci-
siva, invariante por homotopı́a y G-estable, que denotamos por jG : GAlg` → K

G. Aquı́
seguimos de cerca la construcción hecha por Ellis [4], pero nuestra definición es un poco
más general ya que no imponemos restricciones sobre el cardinal de G. En el Teorema
5.3.11 probamos que hay un espectro KG(A, B) que representa a KG. Finalmente, en los
teoremas 5.3.15 y 5.3.18, mostramos que el teorema de Green-Julg [4, Theorem 5.2.1] y
la adjunción entre inducción y restricción [4, Theorem 6.14] se levantan a equivalencias
débiles de espectros.

Chapter summary
In this chapter we discuss different ways of stabilizing K with respect to matrix algebras.
In section 5.1 we construct a universal excisive, homotopy invariant and Mn-stable homol-
ogy theory jf : C → Kf . The Mn-stability condition means that, for any A ∈ C and any
n ≥ 1, the morphism A → MnA, a 7→ e11 ⊗ a, becomes invertible upon applying jf . Such
a theory was already constructed by Garkusha [5, Theorem 6.5 (2)]. In section 5.2 we
construct, for any infinite set X, a universal excisive, homotopy invariant and MX-stable

99
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homology theory jX : C → KX. Here, MX is the `-algebra of finite matrices with coeffi-
cients in ` indexed by X × X. In the case X = N, we recover previous constructions by
Cortiñas-Thom [2, Theorem 6.6.2] and Garkusha [5, Theorem 9.3.2]. We prove that, for
any (infinite) set X and any `-algebra A, there is a natural isomorphism KX(`, A) � KH0A;
this extends [2, Theorem 8.2.1]. In section 5.3 we define, for any group G, a universal
excisive, homotopy invariant and G-stable homology theory jG : GAlg` → K

G. Here,
we closely follow Ellis [4], but our definition is slightly more general since we do not
impose any restriction on the cardinality of G. In Theorem 5.3.11 we prove that there is
a spectrum KG(A, B) representing KG. Finally, in Theorems 5.3.15 and 5.3.18, we show
that the Green-Julg theorem [4, Theorem 5.2.1] and the adjunction between induction and
restriction [4, Theorem 6.14] lift to weak equivalences of spectra.

5.1 Stabilization by finite matrices
For n ≥ 0, let Mn be the algebra of n × n-matrices with coefficients in `. In the G-
equivariant setting, we will consider Mn as a G-`-algebra with the trivial action of G. For
A ∈ C, we will write MnA instead of Mn⊗`A; this is, of course, the algebra of n × n-
matrices with coefficients in A. In the case C = GAlg`, we will consider MnA as a G-`-
algebra with the diagonal G-action. We have a natural morphism sn : A → MnA defined
by sn(a) = e11 ⊗ a. We also have a morphism ιn,N : MnA → MN A that sends MnA into
the upper left corner of MN A for n ≤ N. We can regard Mn as a functor Mn : C → C. It
is easily verified that this functor preserves extensions and homotopies, and thus induces
a triangulated functor Mn : KC → KC by Theorem 3.13.14. Moreover, we can regard
sn : id → Mn and ιn,N : Mn → MN as natural transformations; by Theorem 3.13.14 they
induce graded natural transformations between the corresponding triangulated functors.

Remark 5.1.1. Let p, q ≥ 0. Any bijection θ : {1, . . . , p}×{1, . . . , q} → {1, . . . , pq} induces
a natural isomorphism θ : MpMq � Mpq determined by ei j ⊗ ekl ↔ eθ(i,k)θ( j,l). By Theorem
3.13.14, the latter induces a graded natural isomorphism θ : MpMq � Mpq of triangulated
functors KC → KC.

Example 5.1.2. Let Θp,q : {1, . . . , p} × {1, . . . , q} → {1, . . . , pq} be the bijection defined
by Θp,q(i, j) := j + (i − 1)q. The corresponding isomorphism Θp,q : MpMq � Mpq can
be described as follows: An element of MpMq is a matrix A = (Ai j) of size p × p whose
coefficients are matrices Ai j of size q×q with coefficients in `; Θp,q(A) is the pq×pq-matrix
obtained by drawing A and then deleting the parentheses of the Ai j’s.

Definition 5.1.3 (cf. [6, Section 6]). We proceed to define a category KCf —the subscript
f standing for finite matrices. The objects of KCf are the objects of KC and the hom-sets
are defined by:

HomKCf ((A,m), (B, n)) := colim
p
K
C((A,m),Mp(B, n))

Here, the transition maps are induced by ιp,p+1 : Mp(B, n) → Mp+1(B, n). It is clear that
the hom-sets in KCf are abelian groups. As usual, we may drop C from the notation and
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write Kf instead of KCf . We proceed to describe a composition:

Kf((B, n), (C, k)) × Kf((A,m), (B, n)) // Kf((A,m), (C, k))

Suppose we have morphisms in Kf represented by α ∈ K((A,m),Mp(B, n)) and β ∈
K((B, n),Mq(C, k)); their composition in Kf is, by definition, represented by the following
composite in K:

(A,m) α // Mp(B, n)
Mpβ // MpMq(C, k) θ

�
// Mpq(C, k) (1)

Here the isomorphism θ on the right is induced by a bijection θ : {1, . . . , p} × {1, . . . , q} →
{1, . . . , pq} as explained in Remark 5.1.1. This composition rule is well defined and inde-
pendent from θ, as we prove below.

Lemma 5.1.4. The definitions above make Kf into a category.

Proof. Suppose η is a natural transformation between functors C → C that preserve ex-
tensions and homotopy. By Theorem 3.13.14, η induces a graded natural transformation
η̄ between the corresponding triangulated functors K → K. Any commuting diagram in-
volving such natural transformations induces a commuting diagram involving the corre-
sponding graded natural transformations; see Remark 3.13.15. This will be used without
further mention.

Fix p and q and choose a bijection θ : {1, . . . , p} × {1, . . . , q} → {1, . . . , pq}. Let us
first show that the formula (1) defines a function

K((B, n),Mq(C, k)) × K((A,m),Mp(B, n)) // Kf((A,m), (C, k)) (2)

which is independent from θ. Let θ′ : {1, . . . , p} × {1, . . . , q} → {1, . . . , pq} be another
bijection. It is easily seen that there is a permutation matrix P ∈ Mpq such that the
following diagram in C commutes:

MpMq
θ //

θ′ ((

Mpq

P·(?)·P−1

��
Mpq

By [6, Proposition 3.1] (cf. [2, Lemma 4.1.1]), the following diagram commutes in [C]:

MpMq
θ //

θ′

((

Mpq

P·(?)·P−1

��

s2

��
Mpq

s2 // M2Mpq

It is possible to choose an isomorphism M2Mpq � M2pq such that the composite Mpq
s2
→

M2Mpq � M2pq equals ιpq,2pq. It follows that the diagram below commutes in K, proving
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the independence of (2) from θ.

MpMq(C, k) θ //

θ′

))

Mpq(C, k)

P·(?)·P−1

��

ιpq,2pq

##
Mpq(C, k)

ιpq,2pq // M2pq(C, k)

Let us show now that the functions (2) are compatible with the transition maps in
the first variable, ιq,q+1 : Mq(C, k) → Mq+1(C, k). It is enough to find bijections θ :
{1, . . . , p}× {1, . . . , q} → {1, . . . , pq} and θ′ : {1, . . . , p}× {1, . . . , q + 1} → {1, . . . , p(q + 1)}
such that the following diagram commutes —and this is easily done:

MpMq
θ //

Mpιq,q+1

��

Mpq

ιpq,p(q+1)

��
MpMq+1

θ′ // Mp(q+1)

Let us show now that the functions (2) are compatible with the transition maps in
the second variable, ιp,p+1 : Mp(B, n) → Mp+1(B, n). It is enough to find bijections θ :
{1, . . . , p}×{1, . . . , q} → {1, . . . , pq} and θ′ : {1, . . . , p+1}×{1, . . . , q} → {1, . . . , (p+1)q)}
such that the following diagram commutes:

MpMq
θ //

ιp,p+1

��

Mpq

ιpq,(p+1)q

��
M(p+1)Mq

θ′ // M(p+1)q

Again, it is easy to find such θ and θ′. We can take, for example, θ = Θp,q and θ′ = Θp+1,q

as defined in Example 5.1.2.
We have proved that the formula (1) gives a well defined composition:

Kf((B, n), (C, k)) × Kf((A,m), (B, n)) // Kf((A,m), (C, k))

This composition is easily seen to be associative. The identity morphism of (A,m) in Kf is
the class of id(A,m) ∈ K((A,m), (A,m)) = K((A,m),M1(A,m)). This finishes the proof. �

Remark 5.1.5. It is easily verified that the translation functor L : KC → KC induces a
translation functor L : KCf → K

C

f . Thus, (KCf , L) is a graded category.

There is a graded functor tf : KC → KCf that is the identity on objects and that sends a
morphism α ∈ K((A,m), (B, n)) to its class in:

Kf((A,m), (B, n)) = colim
p
K((A,m),Mp(B, n))

Precomposing tf with j : C → KCf , we get a functor jf : C → KCf . For A ∈ C, we will
usually write A instead of jf(A) and (A, 0).
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Lemma 5.1.6. The functor jf : C → KCf sends sq : B → MqB to an isomorphism for all
q ≥ 1 and all B ∈ C.

Proof. It is enough to show that the following function is bijective for all (A,m):

(sq)∗ : Kf((A,m), B)→ Kf((A,m),MqB) (3)

Recall the definition of Θp,q from Example 5.1.2. The following diagram in C commutes
for all p:

MpMq

Θp,q

��

ιp,p+1 // Mp+1Mq

Θp+1,q

��
Mpq

ιpq,(p+1)q // M(p+1)q

It follows that the diagram below commutes, where the unlabeled arrows are the structural
morphisms into the colimit:

K((A,m),MpMqB)

Θp,q

��

ιp,p+1 // K((A,m),Mp+1MqB)

Θp+1,q

��
K((A,m),MpqB)

ιpq,(p+1)q //

--

K((A,m),M(p+1)qB)

��
Kf((A,m), B)

This diagram induces a function ρ : Kf((A,m),MqB) → Kf((A,m), B). Its is tedious but
straightforward to verify that this function ρ is the inverse of (3). As in the proof of
Lemma 5.1.4, it is used that two morphisms Mq → Mq which are conjugate to each other
by a permutation matrix become homotopic when composed with s2 : Mq → M2Mq; of
course, these composites become equal in K by homotopy invariance. See also [6, Section
3] and [2, Section 4.1]. �

Remark 5.1.7. Suppose a ∈ Kf((A,m), (B, n)) is represented by α ∈ K((A,m),Mq(B, n)).
It is easily verified that the following diagram in Kf commutes:

(A,m)
tf (α) //

a **

Mq(B, n)

(B, n)

tf (sq)�

OO

Define a triangulation in KCf as follows: a triangle in KCf is distinguished if and only if
it is isomorphic to the image by tf : KC → KCf of a distinguished triangle in KC.

Lemma 5.1.8. The triangulation above makes KCf into a triangulated category.

Proof. The verification of axioms (TR0) and (TR2) is straightforward.
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Let us verify (TR1): Let a ∈ Kf((A,m), (B, n)) be represented by a morphism α ∈
K((A,m),Mq(B, n)). Since K is triangulated, α fits into a distinguished triangle in K. Then
tf(α) fits into a distinguished triangle in Kf and so does a, by Remark 5.1.7.

Let us verify (TR3): Consider a diagram like the diagram of solid arrows (39) on page
71, where the rows are distinguished triangles; we have to show that the dotted arrow
exists. We may assume that the rows are images by tf of distinguished triangles in K:

(C, k + 1)

��

tf (γ) // (A,m)
tf (α) // (B, n)

f
��

tf (β) // (C, k)
g
��

(C′, k′ + 1)
tf (γ′) // (A′,m′)

tf (α′) // (B′, n′)
tf (β′) // (C′, k′)

(4)

Pick q large enough so that f and g are represented by φ ∈ K((B, n),Mq(B′, n′)) and
ψ ∈ K((C, k),Mq(C′, k′)) respectively, and such that the following diagram inK commutes:

(B, n)

φ

��

β // (C, k)

ψ

��
Mq(B′, n′)

Mqβ
′

// Mq(C′, k′)

It follows from Remark 5.1.7 that the diagram (4) is isomorphic in Kf to:

(C, k + 1)

��

tf (γ) // (A,m)
tf (α) // (B, n)

tf (φ)
��

tf (β) // (C, k)

tf (ψ)
��

Mq(C′, k′ + 1)
tf (Mqγ

′)
// Mq(A′,m′)

tf (Mqα
′)
// Mq(B′, n′)

tf (Mqβ
′)
// Mq(C′, k′)

This diagram is the image by tf of a commutative diagram in K whose rows are distin-
guished triangles; thus, it can be completed to a morphism of triangles.

Recall the statement of (TR4) from Axiom 3.12.10. The axiom clearly holds if α and
π′ are in the image of tf; we can easily reduce to this case using Remark 5.1.7. �

Remark 5.1.9. The functor tf : KC → KCf is triangulated. Consider an extension in C:

E : A // B // C

Recall that we have morphisms ∂E ∈ K
C((C, 1), A) such that the following diagram is a

distinguished triangle in KC:

(C, 1)
∂E // A // B // C

Upon applying tf , we get a distinguished triangle in KCf . It is easily verified that the functor
jf : C → KCf together with the morphisms {tf(∂E )}E is an excisive homology theory.

Definition 5.1.10. Let X : C → C be a functor. We say that X is Mn-stable if X(sn : A→
MnA) is an isomorphism for all n ∈ N and all A ∈ C.
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Theorem 5.1.11. The functor jf : C → KCf is the universal homotopy invariant and Mn-
stable δ-functor with values in a graded category.

Proof. Let X : C → A be a homotopy invariant and Mn-stable δ-functor with values in
a graded category (A , L). By Theorem 3.13.11, there exists a unique graded functor X̄
making the following diagram commute:

C

X &&

j // K

X̄
��

A

We proceed to define a functor X̃ : Kf → A . Put X̃(A,m) := (X(A),m) for every (A,m) ∈
Kf. Let X̃ : Kf((A,m), (B, n)) → HomA ((X(A),m), (X(B), n)) be the function determined
by the commutative diagram:

K((A,m),Mq(B, n))
(ιq,q+1)∗ //

X̄
��

K((A,m),Mq+1(B, n))

X̄
��

A ((X(A),m), (X(MqB), n))
LnX(ιq,q+1)∗ // A ((X(A),m), (X(Mq+1B), n))

A ((X(A),m), (X(B), n))
LnX(sq)∗

�

ii
LnX(sq+1)∗ �

OO

It is easy to see that these definitions give rise to a functor X̃ such that the following
diagram commutes:

C

X &&

jf // Kf

X̃
��

A

Moreover, X̃ ◦ tf = X̄ : K→ A . Using that X̄ is a graded functor, it is easily seen that X̃ is
graded too. The uniqueness of X̃ follows from the uniqueness of X̄ and Remark 5.1.7. �

Theorem 5.1.12 (cf. [6, Theorem 6.5 (2)]). The functor jf : C → KCf is the universal
excisive, homotopy invariant and Mn-stable homology theory.

Proof. Let X : C → T be an excisive, homotopy invariant and Mn-stable homology
theory. By Theorem 5.1.11, there is a unique graded functor X̃ making the following
diagram commute:

C

X &&

jf // Kf

X̃
��

T

We claim that X̃ is triangulated, as we proceed to explain. Recall from the proof of
Theorem 5.1.11 that X̃◦tf = X̄, where X̄ is the unique graded functor making the following
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diagram commute:

C

X &&

j // K

X̄
��

T

Since X is an excisive and homotopy invariant homology theory, it follows from Theorem
3.13.12 that X̄ is triangulated. Any distinguished triangle in Kf is isomorphic to the image
by tf of a distinguished triangle in K; since X̃ ◦ tf = X̄ and X̄ is triangulated, it follows that
X̃ is triangulated too. �

Remark 5.1.13. A universal excisive, homotopy invariant and Mn-stable homology theory
of algebras was already constructed by Garkusha [6, Theorem 6.5 (2)]. Of course, Kf and
the theory developed in op. cit. are naturally isomorphic, since they both satisfy the same
universal property. What we here call Mn-stability is referred to in [6] and [5] as Morita
invariance.

Theorem 5.1.14. Let B ∈ C. Then there is a unique triangulated functor (B⊗̃`?) : KCf →
KCf making the following diagram commute:

C

B⊗`?

��

jf // KCf

B⊗̃`?
��

C
jf // KCf

Moreover, any morphism f : B→ C in C induces a unique (graded) natural transforma-
tion ( f ⊗̃`?) : (B⊗̃`?)→ (C⊗̃`?) such that:

( f ⊗̃`?) jf (A) = jf( f⊗`A) : (B⊗`A, 0)→ (C⊗`A, 0)

Proof. Let us prove the existence of (B⊗̃`?). Consider the functor jf ◦ (B⊗`?) : C → Kf.
This functor is an excisive and homotopy invariant homology theory in a natural way
since tensoring with B preserves extensions and homotopies. Moreover, we claim it is
Mn-stable. Indeed, jf(B⊗`sn : B⊗`A → B⊗`MnA) is an isomorphism because there is an
algebra isomorphism B⊗`MnA � Mn(B ⊗` A) making the following diagram commute:

B⊗`A

sn ((

B⊗` sn // B⊗`MnA

�

��
Mn(B⊗`A)

Then the existence and uniqueness of (B⊗̃`?) follow from Theorem 5.1.12.
Let f : B→ C be a morphism in C. Then f induces a natural transformation jf( f⊗`?) :

jf ◦ (B⊗`?)→ jf ◦ (C⊗`?) of functors C → Kf . This natural transformation can be thought
of as a homotopy invariant and Mn-stable δ-functor X : C → (Kf)I . By Theorem 5.1.11,
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there exists a unique graded functor X̃ making the following diagram commute:

C

X %%

jf // Kf

X̃
��

(Kf)I

This graded functor X̃ corresponds to the desired natural transformation:

( f ⊗̃`?) : (B⊗̃`?)→ (C⊗̃`?) : Kf → Kf �

Definition 5.1.15 ([5, Section 9]). Let (A, B) be a pair of objects of C. The Mn-stable
bivariant K-theory spectrum KCf (A, B) is defined by:

KCf (A, B) := colim
p∈N

KC(A,MpB)

Here, the transition maps are induced by ιp,p+1 : MpB→ Mp+1B.

Remark 5.1.16. The spectrum Kf(A, B) was defined in [5, Section 9], where it was called
the Morita-stable Kasparov K-theory spectrum. This spectrum represents the universal
excisive, homotopy invariant and Mn-stable homology theory [5, Theorem 9.8], as we
prove below.

Theorem 5.1.17 (cf. [5, Theorems 9.6 and 9.8]). For every m ∈ Z there is a natural
isomorphism:

πmKCf (A, B) � KCf ((A, 0), (B,m))

Proof. Since homotopy groups commute with filtered colimits, we have:

πmKf(A, B) � colim
p

πmK(A,MpB)

� colim
p
K((A, 0),Mp(B,m)) (by Theorem 4.3.3)

� Kf((A, 0), (B,m)) �

5.2 Stabilization by finite matrices indexed on an
arbitrary infinite set

Let X be an infinite set. In this section we construct a universal excisive, homotopy
invariant and MX-stable homology theory jX : C → KC

X
. In the caseX = N, we recover the

universal excisive, homotopy invariant and M∞-stable homology theory constructed by
Cortiñas-Thom in [2, Theorem 6.6.2] and by Garkusha in [6, Theorem 9.3 (2)]. Moreover,
we generalize [2, Theorem 8.2.1] proving that, in the case C = Alg`, KX(`, A) � KH0(A).

Put MX := {a : X × X → ` : supp(a) < ∞}. The set MX is an `-algebra with the usual
sum and product of matrices. More precisely, for matrices a, b ∈ MX we have:

(a + b)i j = ai j + bi j

(ab)i j =
∑
k∈X

aikbk j
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In the case C = GAlg`, we will consider MX as a G-`-algebra with trivial action. We
will write ei j ∈ MX (i, j ∈ X) for the matrix with a 1 in the (i, j)-place and 0 elsewhere.
Fix i0 ∈ X; the choice of i0 is not important because of homotopy invariance. We have
an `-algebra homomorphism sX : ` → MX defined by sX(1) = ei0i0 . For A ∈ C, we will
write MXA instead of MX⊗`A. In the case C = GAlg`, MXA will be considered as a G-
`-algebra with the diagonal G-action. By Theorem 5.1.14 we have a triangulated functor
MX : KCf → K

C

f such that MX(A,m) = (MXA,m). Moreover, the morphism sX : ` → MX
induces a graded natural transformation sX : id→ MX : Kf → Kf .

Example 5.2.1. If F ⊂ X is a subset, there is a natural inclusion MF → MX. It is easily
verified that MX = colim MF , where the colimit runs over all the finite subsets i0 ∈ F ⊂ X.

Notation 5.2.2. In the special case X = N, i0 = 1, we will write M∞ instead of MX and s∞
instead of sX.

For A ∈ C, let Ã = A⊕` be the unitalization of A. Note that in the case C = GAlg, Ã is
a G-algebra in a natural way. Let OXA be the set of those X×X-matrices with coefficients
in Ã having finitely many nonzero coefficientes in each row and column. More precisely,
define OXA as the set:{

(ai j) ∈ ÃX×X : for all i ∈ X, |{ j : ai j , 0}| < ∞ and |{ j : a ji , 0}| < ∞
}

It is easily verified that OXA is a unital object of C and that MXA ⊆ OXA is a two sided
ideal. Every invertible matrix P ∈ OXA induces a morphism φP : MXA → MXA by the
formula φP(a) = PaP−1. Since jf : C → Kf is M2-stable, it follows from [1, Proposition
2.2.6] that jf(φP) : jf(MXA)→ jf(MXA) equals the identity of jf(MXA) in Kf .

Remark 5.2.3. We will usually consider a special kind of invertible P ∈ OXA that arises
in the following manner: Let ϕ : X → X be a bijection. Define P ∈ OXA by Pi j = δi,ϕ( j)

—here δ is Kronecker’s delta. Then P ∈ OXA, P is invertible and (P−1)i j = δi,ϕ−1( j). The
morphism φP : MXA → MXA is determined by φP(ei j⊗`a) = eϕ(i)ϕ( j)⊗`a. We call P a
permutation matrix.

Example 5.2.4. Any bijection θ : X×X → X induces an isomorphism θ : MXMX
�
→ MX

by the formula ei j ⊗ ekl 7→ eθ(i,k)θ( j,l). By Theorem 5.1.14, the latter induces a natural
isomorphism θ̃ : MXMX

�
→ MX : Kf → Kf . We claim that θ̃ is independent from θ. Let

θ′ : X×X → X be another bijection. It is easily verified that there is a permutation matrix
P making the following diagram commute:

MXMX
θ //

θ′ ((

MX
φP

��
MX

(5)

From the discussion above, it follows that θ̃ = θ̃′.

Example 5.2.5. Any bijection θ : N × X → X induces a natural isomorphism M∞MX �
MX in Kf . Proceeding as in Example 5.2.4, it is easily verified that this isomorphism is
independent from θ.
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Example 5.2.6. Suppose that |Y| > |X|. Any injective function ι : X → Y induces a mor-
phism ι : MX → MY by the formula ei j 7→ eι(i)ι( j). By Theorem 5.1.14, ι induces a natural
transformation ι̃ : MX → MY of functors Kf → Kf . We claim that ι̃ is independent from ι.
Let ι′ : X → Y be another injective function. By our assumption on the cardinalities of X
and Y, any bijective function ι(X) → ι′(X) can be extended to a bijection Y → Y. This
implies that there exists a permutation matrix P making the following diagram commute:

MX
ι //

ι′ ''

MY

φP

��
MY

Then ι̃ = ι̃′ because φP induces the identity in Kf .

Definition 5.2.7. Define a category KC
X

as follows: The objects of KC
X

are the objects of
KCf and the hom-sets are defined by:

HomKC
X
((A,m), (B, n)) := KCf ((A,m),MX(B, n))

Let a ∈ KCf ((A,m),MX(B, n)). We will often consider a both as a morphism in Kf and as
a morphism (A,m) → (B, n) in KX. To avoid ambiguity, we will write [a] instead of a
when considering a as a morphism in KX and we will say that [a] is represented by a. We
proceed to describe a composition:

KC
X

((B, n), (C, k)) × KC
X

((A,m), (B, n)) // KC
X

((A,m), (C, k))

Let a ∈ Kf((A,m),MX(B, n)) and b ∈ Kf((B, n),MX(C, k)); then we set [b] ◦ [a] := [c],
where c is the following composite in Kf:

(A,m) a // MX(B, n)
MXb // MXMX(C, k) θ

�
// MX(C, k) (6)

Here the isomorphism on the right is induced by any bijection θ : X×X → X as explained
in Example 5.2.4.

Lemma 5.2.8. The definitions above make KC
X

into a category. There is a functor tX :
KCf → KC

X
that is the identity on objects and that sends a ∈ KCf ((A,m), (B, n)) to the

morphism in KC
X

represented by the following composite in KCf :

(A,m) a // (B, n)
sX,(B,n) // MX(B, n)

Proof. The composition rule in KX is independent from θ by Example 5.2.4. The rest of
the proof is tedious but straightforward, and relies on the fact that jf : C → Kf sends
φP to the identity of jf(MXA) for every A ∈ C and every invertible matrix P ∈ OXA.
For example: To prove the associativity of the composition one has to show that certain
diagram in Kf commutes. This diagram does not come from a commutative diagram in
C, but it does come from a diagram that commutes up to conjungation by a permutation
matrix P ∈ OXA. The result follows from the fact that conjugating by P induces the
identity in Kf . �
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The translation functor in KCf induces a translation functor in KC
X

that makes it into
a graded category. The functor tX : KCf → K

C

X
is clearly graded. Precomposing tX with

jf : C → KCf we get a functor jX : C → KC
X

.

Example 5.2.9. Suppose that |Y| > |X| and let ι : X → Y be an injective function.
By Example 5.2.6, ι induces a natural transformation ι̃ : MX → MY : Kf → Kf that is
independent from ι. We proceed to define a functor T : KX → KY: Let T be the identity
on objects. Define T on morphisms by:

KX((A,m), (B, n)) = Kf((A,m),MX(B, n))
ι̃∗ // Kf((A,m),MY(B, n)) = KY((A,m), (B, n))

By a cardinality argument, any bijection X × X → X can be extended to a bijection
Y×Y → Y. Using the latter, it is straightforward to verify that T is indeed a functor and
that the following diagram commutes:

Kf

tY &&

tX // KX

T
��
KY

Definition 5.2.10. Let X : C → C be a functor. We say that X is MX-stable if X(sX : A→
MXA) is an isomorphism for all A ∈ C.

Lemma 5.2.11. The functor jX : C → KC
X

is MX-stable.

Proof. To alleviate notation, if B is an object of C we will still write B for its images
under the functors jf : C → Kf and jX : C → KX. Let A ∈ C. The identity of MXA in Kf

represents a morphism ϕ ∈ KX(MXA, A); we claim that ϕ is the inverse of jX(sX,A).
Let us show that jX(sX,A)◦ϕ is the identity of MXA in KX. Fix a bijection θ : X×X →

X. Using the definition of the composition rule in KX, we are easily reduced to showing
that the following diagram in Kf commutes:

MXA
sX,MXA

��

MX(sX,A) // MXMXA

MX(sX,MXA)
��

MXMXA MXMXMXA
θ⊗MXAoo

(7)

To prove that (7) commutes we have to show that two morphisms MXA → MXMXA are
equal; this is equivalent to showing that both morphism are equal when composed with
the isomorphism θ : MXMXA → MXA. These two composites are not equal in C but
they are easily seen to be conjugate by a permutation matrix P ∈ OXA. Again, the result
follows from the fact that conjugating by P induces the identity in Kf .

Showing that ϕ ◦ jX(sX,A) is the identity of A in KX is easily reduced to showing that
the following diagram in Kf commutes:

A
sX,A //

sX,A
��

MXA
sX,MXA

��
MXA MXMXAθ⊗Aoo

This diagram commutes in C if we pick the bijection θ so that θ(i0, i0) = i0. �
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Remark 5.2.12. Let a ∈ KCf ((A,m),MX(B, n)). It is easily verified that the following
diagram in KC

X
commutes:

(A,m)
tX(a) //

[a] **

(MXB, n)

(B, n)

tX(sX)�

OO

Define a triangulation in KC
X

as follows: a triangle in KC
X

is distinguished if and only if
it is isomorphic (in KC

X
) to the image by tX of a distinguished triangle in KCf .

Lemma 5.2.13. The triangulation above makes KC
X

into a triangulated category.

Proof. The verification of axioms (TR0) and (TR2) is straightforward.
Let us verify (TR1): Let a ∈ Kf((A,m),MX(B, n)). Since Kf is triangulated, a fits into

a distinguished triangle in Kf . Then tX(a) fits into a distinguished triangle in KX and so
does [a], by Remark 5.2.12

Let us verify (TR3): Consider a diagram like the diagram of solid arrows (39) on page
71, where the rows are distinguished triangles; we have to show that the dotted arrow
exists. We may assume that the rows are images by tX of distinguished triangles in Kf:

LZ′

��

tX(c) // X′
tX(a) // Y ′

[ f ]
��

tX(b) // Z′

[g]
��

LZ
tX(c′) // X

tX(a′) // Y
tX(b′) // Z

(8)

Here f ∈ Kf(Y ′,MXY) and g ∈ Kf(Z′,MXZ). We claim that the following square in Kf

commutes; indeed, this follows easily from the commutativity of the rightmost square in
(8):

Y ′

f
��

b // Z′

g
��

MXY
sX,MXY

��

MXZ
sX,MXZ

��
MXMXY

MXMXb′
// MXMXZ

It follows from Remark 5.2.12 that the diagram (8) is isomorphic in KX to:

LZ′

��

tX(c) // X′
tX(a) // Y ′

tX(sX◦ f )
��

tX(b) // Z′

tX(sX◦g)
��

LMXMXZ
tX(MXMXc′) // MXMXX

tX(MXMXa′) // MXMXY
tX(MXMXb′) // MXMXZ

This diagram is the image by tX of a commutative diagram in Kf whose rows are distin-
guished triangles; thus, it can be completed to a morphism of triangles.

Recall the statement of (TR4) from Axiom 3.12.10. The axiom clearly holds if α and
π′ are in the image of tX; we can easily reduce to this case using Remark 5.2.12. �
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Remark 5.2.14. The functor tX : KCf → K
C

X
is obviously triangulated and the functor

jX : C → KC
X

is an excisive, homotopy invariant and MX-stable homology theory.

Theorem 5.2.15. The functor jX : C → KC
X

is the universal homotopy invariant and
MX-stable δ-functor with values in a graded category.

Proof. Let X : C → A be a homotopy invariant and MX-stable δ-functor with values in a
graded category (A , L). Since X is MX-stable, then it is Mn-stable. By Theorem 5.1.11,
there exists a unique graded functor X̃ making the following diagram commute:

C

X &&

jf // Kf

X̃
��

A

We proceed to define a functor X̂ : KX → A . Put X̂(A,m) := (X(A),m) for every
(A,m) ∈ KX. For f ∈ Kf((A,m),MX(B, n)) put:

X̂([ f ]) := X̃(sX,(B,n))−1 ◦ X̃( f ) ∈ HomA ((X(A),m), (X(B), n))

This defines a function X̂ : KX((A,m), (B, n))→ HomA ((X(A),m), (X(B), n)). Let us show
that these definitions give rise to a functor X̂ : KX → A . Let f ∈ Kf((A,m),MX(B, n))
and g ∈ Kf((B, n),MX(C, k)). Choose a bijection θ : X × X → X. We have:

[g] ◦ [ f ] = [θ(C,k) ◦ MXg ◦ f ] ∈ KX((A,m), (C, k))

Here θ(C,k) : MXMX(C, k)→ MX(C, k) is the isomorphism induced by θ in Kf; see Example
5.2.4. Then:

X̂([g]) ◦ X̂([ f ]) = X̃(sX,(C,k))−1 ◦ X̃(g) ◦ X̃(sX,(B,n))−1 ◦ X̃( f )

X̂([g] ◦ [ f ]) = X̃(sX,(C,k))−1 ◦ X̃(θ(C,k)) ◦ X̃(MXg) ◦ X̃( f )

Thus, to prove that X̂([g] ◦ [ f ]) = X̂([g]) ◦ X̂([ f ]) it is enough to show that X̃(g) ◦
X̃(sX,(B,n))−1 = X̃(θ(C,k)) ◦ X̃(MXg). We have:

X̃(θ(C,k)) ◦ X̃(MXg) = X̃(θ(C,k)) ◦ X̃(MXg) ◦ X̃(sX,(B,n)) ◦ X̃(sX,(B,n))−1

= X̃(θ(C,k)) ◦ X̃(sX,MX(C,k)) ◦ X̃(g) ◦ X̃(sX,(B,n))−1

Thus, it suffices to show that:

X̃(θ(C,k)) ◦ X̃(sX,MX(C,k)) = id(X(MXC),k) (9)

If we choose θ such that θ(i0, i0) = i0 then the following diagram in C commutes:

C
sX,C
��

sX,C // MXC
sX,MXC

��
MXC MXMXCθoo
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The equality (9) follows from this and from the fact that X̃(sX,(C,k)) is invertible.
It straightforward to verify that X̂ ◦ tX = X̃ : Kf → A and that the following diagram

commutes:
C

X &&

jX // KX

X̂
��

A

Using that X̃ is a graded functor, it is easily seen that X̂ is graded too. The uniqueness of
X̂ follows from the uniqueness of X̃ and Remark 5.2.12. �

Theorem 5.2.16 (cf. [2, Theorem 6.6.2] [6, Theorem 9.3 (2)]). The functor jX : C → KC
X

is the universal excisive, homotopy invariant and MX-stable homology theory.

Proof. The proof is like that of Theorem 5.1.12, with minor changes. �

Remark 5.2.17. A universal excisive, homotopy invariant and M∞-stable homology the-
ory of algebras was already constructed by Cortiñas-Thom [2, Theorem 6.6.2] and by
Garkusha [6, Theorem 9.3 (2)]. Of course, these constructions are naturally isomorphic
to K∞ since they all satisfy the same universal property.

Theorem 5.2.18. Let B be an object of C. Then there is a unique triangulated functor
(B⊗̃`?) : KC

X
→ KC

X
making the following diagram commute:

C

B⊗`?

��

jX // KC
X

B⊗̃`?
��

C
jX // KC

X

Moreover, any morphism f : B→ C in C induces a unique (graded) natural transforma-
tion ( f ⊗̃`?) : (B⊗̃`?)→ (C⊗̃`?) such that:

( f ⊗̃`?) jX(A) = jX( f ⊗` A) : (B ⊗` A, 0)→ (C ⊗` A, 0)

Proof. The proof is like that of Theorem 5.1.14, with minor changes. �

Example 5.2.19. In this example, C = Alg`. For A ∈ Alg`, let KHn(A) be Weibel’s
homotopy K-theory groups; see [1, Section 5]. The functors KHn are homotopy invariant,
M∞-stable, commute with filtering colimits and satisfy excision [1, Theorem 5.1.1]. The
latter means that to every extension of `-algebras

E : A // B // C (10)

there corresponds a long exact sequence:

· · ·
∂E // KHn+1(C) // KHn(A) // KHn(B) // KHn(C) // · · ·
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This sequence is, moreover, natural with respect to morphisms of extensions. Notice that
KHn is MX-stable for any X because of M∞-stability and the fact that it commutes with
filtering colimits; see Example 5.2.1.

Let A = GrAb be the category of graded abelian groups described in Example 3.13.5.
There is a functor KH : Alg` → GrAb that sends an algebra A to the graded abelian group
⊕nKHn(A). For an extension E like (10), the morphisms ∂E assemble into a morphism
∂ ∈ A (L(KH(C)),KH(A)). Thus, KH : Alg` → A is a homotopy invariant and MX-
stable δ-functor. By Theorem 5.2.15 there exists a unique graded functor K̂H making the
following diagram commute:

Alg`
jX //

KH ''

KX

K̂H
��

GrAb

Let u : Z → ` be the unique unital ring homomorphism. For any algebra A, we have a
group homomorphism:

KX(`, A) K̂H // GrAb(KH(`),KH(A)) // Ab(KH0`,KH0A) u∗ // Ab(KH0Z,KH0A)

Since KH0Z � Z, this gives a group homomorphism ϕX,A : KX(`, A)→ KH0(A). Cortiñas-
Thom showed that, in the case X = N, ϕX,A is an isomorphism [2, Example 6.6.8 and
Theorem 8.2.1].

Theorem 5.2.20 (cf. [2, Theorem 8.2.1]). Let C = Alg` and let A be an `-algebra. Then
the morphism ϕX,A : KX(`, A)→ KH0A defined in Example 5.2.19 is an isomophism.

Proof. The case X = N is [2, Theorem 8.2.1] and the general case will follow easily from
this. Suppose that |X| > |N|. It is straightforward to verify that ϕN,A equals the following
composite:

K∞(`, A)
T

Example 5.2.9
// KX(`, A)

ϕX,A // KH0A

Thus, it suffices to show that the morphism T of Example 5.2.9 is an isomorphism. Let
θ : N × X → X be any bijection. By Example 5.2.5, θ induces an isomorphism θ̃ :
M∞MXA � MXA in Kf , which is independent from θ. A straightforward verification
shows that T equals the following composite:

K∞(`, A)
(sX)∗ // K∞(`,MXA) = Kf(`,M∞MXA)

�

θ̃∗ // Kf(`,MXA) = KX(`, A)

But (sX)∗ is an isomorphism because K∞(`, ?) � KH0(?) is MX-stable. This finishes the
proof. �

Definition 5.2.21. Let (A, B) be a pair of objects of C. The MX-stable bivariant K-theory
spectrum KC

X
(A, B) is defined by:

KC
X

(A, B) := KCf (A,MXB)
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Theorem 5.2.22 (cf. [5, Theorem 9.7]). For every m ∈ Z there is a natural isomorphism:

πmKCX(A, B) � KC
X

((A, 0), (B,m))

Proof. It follows immediately from Theorem 5.1.17 and the definition of KX. �

Remark 5.2.23. A spectrum representing the universal excisive, homotopy invariant and
M∞-stable homology theory was already constructed by Garkusha [5, Theorem 9.8].
However, the spectrum K∞(A, B) is slightly different from the stable Kasparov K-theory
spectrum defined in [5, Section 9].

5.3 Equivariant bivariant algebraic K-theory
Let G be a group. We briefly recall the definition of G-stability from [4, Section 3].

A G-`-module is an `-module with an action of G. A G-`-module with basis is a pair
(W, B) where W is a G-`-module that is a free `-module with basis B. If (W, B) is a
G-`-module with basis, we define:

L(W, B) := {ψ : B × B→ ` : {v : ψ(v,w) , 0} is finite for all w}

Notice that L(W, B) is an `-algebra with the usual matrix product. We have an `-algebra
isomorphism:

End`(W)→ L(W, B), f 7→ ψ f , ψ f (v,w) = pv( f (w)) (11)

where pv :W→ ` is the projection into the submodule of W generated by v. Put:

C(W, B) = {ψ ∈ L(W, B) : {w : ψ(v,w) , 0} is finite for all v}
F (W, B) = {ψ ∈ L(W, B) : {(v,w) : ψ(v,w) , 0} is finite}

Note thatC(W, B) is a unital subalgebra ofL(W; B) andF (W, B) is an ideal ofC(W, B).
Put:

EndC
` (W, B) = { f ∈ End`(W) : ψ f ∈ C(W, B)}

EndF
` (W, B) = { f ∈ End`(W) : ψ f ∈ F (W, B)}

The isomorphism (11) identifies EndC
` (W, B) � C(W, B) and EndF

` (W, B) � F (W, B).
Clearly, EndC

` (W, B) ⊆ End`(W) is a subalgebra and EndF
` (W, B) ⊆ EndC

` (W, B) is an
ideal.

Example 5.3.1. Let MG be the `-algebra of matrices with coefficients in ` indexed by
G ×G. We consider MG as a G-`-algebra with the action:

g · es,t = egs,gt

As usual, for A ∈ GAlg`, we will write MGA instead of MG⊗`A —with the diagonal
G-action. As explained in [4, Example 3.1.3], MG = F (W, B) � EndF

` (W, B) where
W = `[G] is the group algebra with the regular representation.
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Let (W; B) be a G-`-module with basis and consider the representation ρ : G →
End`(W), ρg(w) = g · w. We say that (W, B) is a G-`-module by locally finite au-
tomorphisms if ρ(G) ⊆ EndC

` (W, B). In this case, EndF
` (W, B) and EndC

` (W, B) are
G-`-algebras with the action:

g · f = ρg ◦ f ◦ ρ−1
g

Definition 5.3.2. Let (W1, B1) and (W2, B2) be G-`-modules by locally finite automor-
phisms such that |B1|, |B2| ≤ |G ×N|. The inclusionW1 ⊆ W1 ⊕W2 induces a morphism
of G-`-algebras:

ι : EndF
` (W1)→ EndF

` (W1 ⊕W2), f 7→
(

f 0
0 0

)
.

A functor X : GAlg` → C is G-stable if, for any (W1, B1) and (W2, B2) as above and any
G-`-algebra A, the following morphism in C is an isomorphism:

X(ι⊗`A) : X(EndF
` (W1)⊗`A)→ X(EndF

` (W1 ⊕W2)⊗`A)

Proposition 5.3.3 (cf. [4, Proposition 3.1.9]). Let G be a group and let X be a set with
|X| = |G ×N|. Let X : GAlg` → C be an MX-stable functor. Then the following composite
functor is G-stable:

GAlg`
MG⊗`? // GAlg`

X // C

Proof. The proof is like that of [4, Proposition 3.1.9], replacing M∞ with MX. �

Definition 5.3.4 (cf. [4, Section 4.1]). We proceed to define the G-equivariant bivariant
algebraic K-theory category KG. From now on, fix a set X with |X| = |G × N|. It is easily
seen that the functor jX ◦ (MG⊗`?) : GAlg` → K

GAlg`
X

is an excisive, homotopy invariant
and MX-stable homology theory. By Theorem 5.2.16 there exists a unique triangulated
functor MG making the following diagram commute:

GAlg`

MG⊗`?

��

jX // K
GAlg`
X

MG
��

GAlg`
jX // K

GAlg`
X

Explicitely, we have MG(A,m) = (MG⊗`A,m). Define KG as follows: The objects of KG

are the objects of KGAlg`
X

. The hom-sets are defined by:

HomKG ((A,m), (B, n)) := KGAlg`
X

(MG(A,m),MG(B, n))

Let a ∈ KGAlg`
X

(MG(A,m),MG(B, n)). We will often consider a both as a morphism in
K

GAlg`
X

and as a morphism (A,m) → (B, n) in KG. To avoid ambiguity, we will write
[a] instead of a when considering a as a morphism in KG and we will say that [a] is
represented by a. The composition in KG is the one induced by the composition in KGAlg`

X
;
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this means that for a ∈ KGAlg`
X

(MG(A,m),MG(B, n)) and b ∈ KGAlg`
X

(MG(B, n),MG(C, r))
we have:

[b] ◦ [a] = [b ◦ a]

It is easily seen that the translation functor in KGAlg`
X

induces a translation functor in KG

that makes it into a graded category.

There is a functor jG : GAlg` → KG that sends a G-`-algebra A to (A, 0) and a
morphism of G-`-algebras f : A→ B to:

[ jX(MG⊗` f )] = [MG jX( f )] ∈ KG((A, 0), (B, 0))

There is a functor tG : KGAlg`
X

→ KG that is the identity on objects and that sends a
morphism a ∈ KGAlg`

X
((A,m), (B, n)) to:

[MG(a)] ∈ KG((A,m), (B, n))

It is easily seen that tG is a graded functor and that the following diagram commutes:

GAlg`
jX //

jG ((

K
GAlg`
X

tG
��
KG

Lemma 5.3.5. The functor jG : GAlg` → K
G is G-stable.

Proof. Let X : GAlg` → C be a functor. By Yoneda, X is G-stable is and only if
HomC(c, X(?)) : GAlg` → Set is G-stable for every object c of C. Thus, it is enough
to show that KG((A,m), jG(?)) : GAlg` → Set is G-stable for any (A,m). It is easy to see
that KG((A,m), jG(?)) equals the following composite:

GAlg`
MG⊗`? // GAlg`

jX // K
GAlg`
X

K
GAlg`
X

(MG(A,m),?)
// Set

This composite is MG-stable by Proposition 5.3.3. �

Let Gt{∗} be the disjoint union of the G-sets G and the singleton {∗}; here we consider
G as a G-set with the action by left translation. The inclusions of {∗} and G into G t {∗}
induce morphisms of G-`-algebras ι : ` → MGt{∗} and ι′ : MG → MGt{∗} respectively. By
Theorem 5.2.18, upon tensoring with ι and ι′ we get graded natural transformations:

ι(A,m) ∈ K
GAlg`
X

((A,m),MGt{∗}(A,m))

ι′(A,m) ∈ K
GAlg`
X

(MG(A,m),MGt{∗}(A,m))

It follows from the G-stability of jG : GAlg` → K
G that we have the following identifica-

tions in KG; see [4, Example 3.1.8] for details:

(A,m)
�

tG(ι(A,m)) // MGt{∗}(A,m) MG(A,m)
�

tG(ι′(A,m))oo
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Lemma 5.3.6. Let f ∈ KGAlg`
X

(MG(A,m),MG(B, n)). Then the following diagram in KG

commutes:

MG(A,m)

�tG(ι′(A,m))
��

tG( f ) // MG(B, n)

� tG(ι′(B,n))
��

MGt{∗}(A,m) MGt{∗}(B, n)

(A,m)

�tG(ι(A,m))

OO

[ f ] // (B, n)

� tG(ι(B,n))

OO
(12)

Proof. To alleviate notation we will write G+ = G t {∗}, X = (A,m) and Y = (B, n). Let
S : MG MG → MG MG and S ′ : MG MG+

→ MG+
MG be the isomorphisms defined by the

formula x ⊗ y 7→ y ⊗ x. As usual, by Theorem 5.2.18, tensoring with S and S ′ induces
natural transformations in KGAlg`

X
:

S (A,m) : MG MG(A,m) −→ MG MG(A,m)
S ′(A,m) : MG MG+

(A,m) −→ MG+
MG(A,m)

It is easily verified that the following diagram in KGAlg`
X

commutes:

MG MGX

MG(ι′X)
��

�

S X // MG MGX

�ι′MG X
��

MG f // MG MGY

� ι′MGY

��

MG MGY

MG(ι′Y )
��

S Y

�
oo

MG MG+
X

�

S ′X // ′MG+
MGX

MG+ f // MG+
MGY MG MG+Y

S ′Y
�

oo

MGX
MG(ιX)

dd

�ιMG X

OO

f // MGY

� ιMGY

OO

MG(ιY )

::

Thus, to show that (12) commutes it is enough to show that S X equals the identity of
MG MGX. Suppose for a moment that the G-`-algebra homomorphism d : MG → MG MG,
d(eg,h) = eg,h ⊗ eg,h, induces an isomorphism in KGAlg`

X
:

dX : MGX
�
−→ MG MGX (13)

It is easily verified that S X ◦ dX = dX. Since dX is an isomorphism, it follows that S X =

idMG MGX. Let M|G| be the `-algebra MG considered as a G-`-algebra with the trivial action
of G. Let T : MG M|G| → MG MG be the G-`-algebra isomorphism defined by T (eg,h⊗es,t) =

eg,h ⊗ egs,ht. It is easily verified that d : MG → MG MG equals the following composite:

MG
?⊗e1,1 // MG M|G|

T
�

// MG MG

The map on the left induces an isomorphism in KGAlg`
X

by MX-stability; this implies that
(13) is an isomorphism. �

Define a triangulation in KG as follows: a triangle in KG is distinguished if and only if
it is isomorphic (in KG) to the image by tG : KGAlg`

X
→ KG of a distinguished triangle in

K
GAlg`
X

.
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Lemma 5.3.7. The definition above makes KG into a triangulated category.

Proof. Axioms (TR0) and (TR2) are obvious. Axiom (TR1) follows immediately from
Lemma 5.3.6, since every morphism in KG is isomorphic —in the arrow category of KG—
to a morphism lying in the image of tG.

Let us show that (TR3) holds: Consider a diagram in KG like the diagram of solid
arrows (39) on page 71; we may assume that the rows are images by tG of distinguished
triangles in KGAlg`

X
:

LZ′
tG(c′) // X′

tG(a′) // Y ′

[ f ]
��

tG(b′) // Z′

[g]
��

LZ
tG(c) // X

tG(a) // Y
tG(b) // Z

By Lemma 5.3.6, the diagram above is isomorphic to the following one:

LMGZ′
tG MG(c′) // MGX′

tG MG(a′) // MGY ′

tG( f )
��

tG MG(b′) // MGZ′

tG(g)
��

LMGZ
tG MG(c) // MGX

tG MG(a) // MGY
tG MG(b) // MGZ

(14)

This diagram is the image by tG of a diagram in KGAlg`
X

whose rows are distinguished
triangles, but the square in the latter may not commute. Nevertheless, the following square
in KGAlg`

X
does commute:

MG MGY ′

MG( f )
��

MG MG(b′) // MG MGZ′

MG(g)
��

MG MGY
MG MG(b) // MG MGZ

Thus, we can complete the following diagram to a morphism of triangles in KGAlg`
X

:

LMG MGZ′
MG MG(c′) // MG MGX′

MG MG(a′) // MG MGY ′

MG( f )
��

MG MG(b′) // MG MGZ′

MG(g)
��

LMG MGZ
MG MG(c) // MG MGX

MG MG(a) // MG MGY
MG MG(b) // MG MGZ

(15)

Using Lemma 5.3.6 once more, diagram (14) is isomorphic to the one obtained upon
applying tG to (15); this proves axiom (TR3).

To prove Axiom (TR4) note that, by Lemma 5.3.6, every diagram in KG like (43) on
page 73 is isomorphic to one lying in the image of tG. �

The functor tG : KGAlg`
X

→ KG is obviously triangulated. Let E : A → B → C be an
extension in GAlg`. Since j : GAlg` → K

GAlg`
X

is an excisive homology theory, we have a
morphism:

∂E ∈ K
GAlg`
X

(LC, A)

Define ∂G
E := tG(∂E ) ∈ KG(LC, A).
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Theorem 5.3.8 ([4, Theorem 4.1.1]). The functor jG : GAlg` → K
G together with the

collection {∂G
E }E is the universal excisive, homotopy invariant and G-stable homology

theory.

Proof. Let X : GAlg` → T be an excisive, homotopy invariant and G-stable homology
theory. Since X is G-stable then it is MX-stable; see [4, Section 3]. By Theorem 5.2.16
there exists a unique triangulated functor X̄ making the following diagram commute:

GAlg`

X ))

jX // K
GAlg`
X

X̄
��

T

Suppose that there is a triangulated functor X′ : KG → T such that X′ ◦ jG = X. Then the
following diagram commutes:

GAlg`

X ))

jX // K
GAlg`
X

X′◦tG
��

T

By the uniqueness of X̄ we have X̄ = X′ ◦ tG. Then, by Lemma 5.3.6, we must have

X′([ f ]) = X̄(ι(B,n))−1 ◦ X̄(ι′(B,n)) ◦ X̄( f ) ◦ X̄(ι′(A,m))
−1 ◦ X̄(ι(A,m))

for any f ∈ KGAlg`
X

(MG(A,m),MG(B, n)). It is straightforward to verify that the equation
above defines a triangulated functor X′ : GAlg` → T with the desired properties. �

Remark 5.3.9. For a countable group G, a universal excisive, homotopy invariant and G-
stable homology theory was already constructed by Ellis [4, Theorem 4.1.1]. The results
above extend the construction in op. cit. to arbitrary groups.

A spectrum for G-equivariant bivariant algebraic K-theory

Definition 5.3.10. Let (A, B) be a pair of G-`-algebras. The G-equivariant bivariant K-
theory spectrum KG(A, B) is defined as:

KG(A, B) := KGAlg`
X

(MGA,MGB)

Theorem 5.3.11. For every m ∈ Z there is a natural isomorphism:

πmKG(A, B) � KG(A, (B,m))

Proof. It follows immediately from Theorem 5.2.22 and the definition of KG. �
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Crossed product

From now on, we assume G to be a countable group. Let oG : GAlg` → Alg` be the
crossed product functor. It can be shown that this functor induces a unique triangulated
functor making the following diagram commute; see [4, Proposition 5.1.2]:

GAlg`
oG
��

jG // KG

∃!oG
��

Alg`
j∞ // K∞

Example 5.3.12. Let A be a G-`-algebra. Recall from Lemma 5.3.6 that we have isomor-
phisms in KG:

A
tG(ιA)
�

// MG+
A MGA

tG(ι′A)

�
oo

Upon applying oG to the zig-zag above, we get the following diagram in K∞:

AoG
j∞(ιAoG)

�
// (MG+

A)oG (MGA)oG
j∞(ι′AoG)

�
oo (16)

We have `-algebra isomorphisms (MG+
A)oG � M|G+ |(AoG) and (MGA)oG � M|G|(AoG)

given by the formula (es,t⊗a)og↔ es,g−1·t⊗ (aog); see [4, Proposition 5.1.1] for details.
Using these identifications and the M∞-stability, it is easily verified that the composite
(16) equals the following composite in K∞:

AoG
j∞(e1,1⊗?)

�
// M|G|(AoG) � (MGA)oG (17)

Let e : G → N be any injective function, so that e induces an `-algebra homomorphism
e : M|G| → M∞. It is also easy to see that the inverse of (17) is the morphism represented
—in the sense explained in Section 5.2— by the following composite in Kf:

(MGA)oG � M|G|(AoG) e // M∞(AoG)

Let A and B be two G-`-algebras. We aim to construct a morphism of spectra oG :
KG(A, B)→ K∞(AoG, BoG) that induces oG : KG → K∞ upon taking πn. We start by
defining a morphism:

K(MGA,M∞MGB)
ψ // K((MGA)oG, (M∞MGB)oG) (18)

In order to describe (18) at level n, recall that:

K C(JnC,D)q � colim
v

colim
r

Hom(Jn+vC,D(Iv×∆q,∂Iv×∆q)
r ) (19)

Here, C and D may be either two `-algebras or two G-`-algebras. Represent an element of
K (Jn(MGA),M∞MGB)q by f ∈ HomGAlg`(Jn+v(MGA), (M∞MGB)(Iv×∆q,∂Iv×∆q)

r ), and define
ψn( f ) as the class of the following composite:

Jn+v((MGA)oG)

ψn( f ) ..

// Jn+v(MGA)oG
foG // (M∞MGB)(Iv×∆q,∂Iv×∆q)

r oG
�
��

((M∞MGB)oG)(Iv×∆q,∂Iv×∆q)
r
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Here, the vertical isomorphism is the obvious one; if G acts trivially on a ring C, then
? ⊗C and ?oG commute. We have defined a morphism:

K GAlg`(Jn(MGA),M∞MGB)
ψn
//K Alg`(Jn((MGA)oG), (M∞MGB)oG) (20)

One has to check that the given formula for ψn is compatible with the transition maps of
the colimits in (19); this is a straightforward verification. Another verification shows that,
for varying n, the morphisms (20) assemble into a morphism of spectra like (18). Now
fix an injection e : G → N and a bijection θ : N × G → N, and consider the following
morphisms of `-algebras:

AoG
e1,1⊗? // M|G|(AoG) � (MGA)oG

(M∞MGB)oG � M∞M|G|(BoG) e // M∞M∞(BoG) θ // M∞(BoG)
(21)

Let oG be the following composite, where the vertical morphism is induced by (21):

KGAlg`(MGA,M∞MGB)
ψ //

oG ,,

KAlg`((MGA)oG, (M∞MGB)oG)

��
KAlg`(AoG,M∞(BoG))

It is clear that oG : KGAlg`(MGA,M∞MGB) → KAlg`(AoG,M∞(BoG)) is functorial in
A and B with respect to morphisms of G-`-algebras. Taking the colimit of oG along the
system

B = M1B
ι1,2 // M2B

ι2,3 // M3B // · · ·

we get a morphism:

oG : KG(A, B) // K∞(AoG, BoG) (22)

Proposition 5.3.13. Let A and B be two G-`-algebras. Upon taking πn and making the
identifications in Theorems 5.2.22 and 5.3.11, the morphism (22) induces:

oG : KG(A, (B, n)) // K∞(AoG, (B, n)oG)

Proof. Represent f ′ ∈ KG(A, (B, n)) by f ∈ HomGAlg`(Jv(MGA), (MmM∞MGB)Sn+v
r ). It is

straightforward to verify that, under the identifications in Theorems 5.2.22 and 5.3.11,
πn(oG)( f ′) is represented by the composite of the solid `-algebra homomorphisms in the
following diagram:

Jv(AoG)
(21) // Jv((MGA)oG)

))

// Jv(MGA)oG
foG
��

(MmM∞MGB)Sn+v
r oG

�
��

(MmM∞(MGB)oG)Sn+v
r

(21)
��

MmM∞(BoG)Sn+v
r

(23)
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The equality πn(oG)( f ′) = f ′ o G follows from a lengthy verification, of which we
proceed to sketch the main steps. It is easily seen that the crossed product with G induces
a triangulated functor oG : KGAlg`

∞ → K
Alg`
∞ making the following diagram commute:

GAlg`

j∞(?oG) ''

j∞ // K
GAlg`
∞

oG
��

tG // KG

oGxx
K

Alg`
∞

Note that f represents a morphism f ′′ ∈ KGAlg`
∞ (MGA, (MGB, n)); in the notation of Section

5.3 we have f ′ = [ f ′′]. By the proofs of Theorems 3.13.11, 5.1.11 and 5.2.15, f ′′ oG is
represented by the dotted morphism in (23). By Lemma 5.3.6, the following diagram in
K

Alg`
∞ commutes:

(MGA)oG
�
��

f ′′oG // ((MGB)oG, n)
�
��

(MG+
A)oG ((MG+

B)oG, n)

AoG
�

OO

f ′oG // (B, n)
�

OO

The diagram above —together with Example 5.3.12— implies that f ′ oG is represented
by the composite of the solid morphisms in (23). This finishes the proof. �

The Green-Julg Theorem

Let τ : Alg` → GAlg` be the functor that sends an `-algebra A to the same algebra,
considered as a G-`-algebra with the trivial G-action. It can be shown that this functor
induces a unique triangulated functor making the following diagram commute; see [4,
Section 5.1]:

Alg`
τ

��

j∞ // K∞

∃! τ
��

GAlg`
jG // KG

We recall the Green-Julg Theorem for bivariant algebraic K-theory.

Theorem 5.3.14 ([4, Theorem 5.2.1]). Let G be a finite group of n elements and suppose
that n is invertible in `. Then there is an adjunction:

K
G(Aτ, B) � K∞(A, BoG)

Proof. Let A be an `-algebra and define αA : A → Aτ oG by αA(a) = a ⊗ 1
n

∑
g∈G g; it is

easily verified that αA is an `-algebra homomorphism. Put:

ᾱA := j(αA) ∈ K∞(A, Aτ oG)



124 CHAPTER 5. MATRIX-STABLE BIVARIANT K-THEORIES

Let B be a G-`-algebra and let ιB : B→ MGB be the G-equivariant morphism given by:

ιB(b) =
1
n

∑
p,g∈G

ep,q ⊗ b

Note that jG(ιB) is an isomorphism by [4, Remark 3.1.11]. Let βB : (BoG)τ → MGB be
the G-equivariant morphism defined by:

βB(b ⊗ g) =
∑
s∈G

es,sg ⊗ s(b)

Finally, let β̄B ∈ K
G((BoG)τ, B) be the following composite:

(BoG)τ
jG(βB) // MGB B

�

jG(ιB)oo

One checks that ᾱA and β̄B are respectively the unit and counit of an adjunction; see
the proof of [4, Theorem 5.2.1]. �

Theorem 5.3.15 (cf. [4, Theorem 5.2.1]). Let G be a finite group of n elements and
suppose that n is invertible in `. Let A ∈ Alg` and let B ∈ GAlg`. Let αA : A→ AτoG be
the `-algebra homomorphism defined in the proof of Theorem 5.3.14. Then the following
composite is a weak equivalence of spectra:

KG(Aτ, B) oG

(22)
// K∞(Aτ oG, BoG)

(αA)∗ // K∞(A, BoG) (24)

Proof. Let ψ denote the composite in (24). By Proposition 5.3.13, upon making the
identifications in Theorems 5.2.22 and 5.3.11, πn(ψ) equals the following composite:

KG(Aτ, (B, n)) oG // K∞(Aτ oG, (BoG, n))
(αA)∗ // K∞(A, (BoG, n))

Then πn(ψ) is an isomorphism by Theorem 5.3.14. �

The restriction functor

Let G be a countable group and let H ⊆ G be a subgroup. If B is a G-`-algebra, we
can restrict the action of G to obtain an H-`-algebra ResH

G (B); thus, we have a functor
ResH

G : GAlg` → HAlg`. By Theorem 5.3.8, there exists a unique triangulated functor
ResH

G : KG → KH making the following diagram commute:

GAlg`
ResH

G //

jG
��

HAlg`
jH
��

KG ResH
G // KH

Let A and B be two G-`-algebras. We proceed to construct a morphism of spectra

Res : KG(A, B) // KH(ResH
G (A),ResH

G (B)) (25)
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that induces ResH
G : KG(A, (B, n))→ KH(ResH

G (A),ResH
G (B, n)) upon taking πn and making

the identifications in Theorem 5.3.11. We start by defining a morphism:

KGAlg`(MGA,M∞MGB)
ψ // KHAlg`(MHA,M∞MH B) (26)

First of all, fix a system of representatives {gi} of the cosets G/H. Each choice of rep-
resentatives induces a bijection G/H × H � G, (giH, h) 7→ hg−1

i , that is H-equivariant
if we consider G/H as an H-set with trivial action. Moreover, this bijection induces an
H-`-algebra isomorphism M|G/H|MH � MG. Now choose an injection e : G/B→ N and a
bijection θ : N × N→ N. These choices determine a morphism of H-algebras:

M∞MG � M∞M|G/H|MH
M∞⊗e⊗MH // M∞M∞MH

θ⊗MH // M∞MH (27)

In order to describe (26) at level n, recall that:

K (JnC,D)q � colim
v

colim
r

Hom(Jn+vC,D(Iv×∆q,∂Iv×∆q)
r ) (28)

Here, C and D may be either two G-algebras or two H-algebras. Represent an element of
K (Jn(MGA),M∞MGB)q by f ∈ HomGAlg`(Jn+v(MGA), (M∞MGB)(Iv×∆q,∂Iv×∆q)

r ) and define
ψn( f ) as the class of the following composite morphism of H-`-algebras:

Jn+v(MHA) //

ψn( f ) --

Jn+v(MGA)
f // M∞MGB(Iv×∆q,∂Iv×∆q)

r

(27)
��

M∞MH B(Iv×∆q,∂Iv×∆q)
r

It is easily verified that the given formula for ψn is compatible with the transition maps of
the colimits in (28); thus, it defines a morphism of simplicial sets:

K (Jn(MGA),MGB)
ψn
//K (Jn(MHA),MH B) (29)

Another verification shows that, for varying n, the morphisms (29) assemble into a mor-
phism of spectra like (26). It is clear that (26) is functorial in A and B with respect to
morphisms of G-algebras. Taking the colimit of (26) along the system

B = M1B
ι1,2 // M2B

ι2,3 // M3B // · · ·

we get the desired morphism (25).

Theorem 5.3.16. The morphism Res : KG(A, B) → KH(ResH
G (A),ResH

G (B)) constructed
above induces ResH

G : KG(A, (B, n))→ KH(ResH
G (A),ResH

G (B, n)) upon taking πn and mak-
ing the identifications in Theorem 5.3.11.

Proof. It is a tedious but straightforward verification. �
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Adjuntion between induction and restriction

Let G be a countable group and let H ⊆ G be a subgroup. Let π : G → G/H be the natural
projection and let A be an H-`-algebra. Put:

IndG
H(A) :=

{
f ∈ AG :

f (s) = h · f (sh) ∀s ∈ G,∀h ∈ H
|π(supp( f ))| < ∞

}
It is easily verified that IndG

H(A) is a G-`-algebra with pointwise sum and multiplication,
and the following G-action:

(g · f )(s) = f (g−1s) ( f ∈ IndG
H(A), g, s ∈ G.)

Moreover, an H-equivariant morphism A → A′ induces a morphism of G-`-algebras
IndG

H(A)→ IndG
H(A′) in the obvious way.

It can be shown that there exists a unique triangulated functor Ind
G
H : KH → KG

making the following diagram commute; see [4, Proposition 6.9]:

HAlg`
jH
��

IndG
H(MH⊗?)

// GAlg`
jG
��

KH Ind
G
H // KG

We recall the adjunction between induction and restriction.

Theorem 5.3.17 ([4, Theorem 6.14]). Let G be a countable group and let H ⊆ G be a
subgroup. Then there is an adjuction:

K
G(Ind

G
H(A), B) � KH(A,ResH

G (B))

Proof. We recall some details that we will use below; for a full proof see [4, Theorem
6.14]. For a ∈ A and g ∈ G, define ξH(g, a) : G → A by the formula:

ξH(g, a)(s) :=
{

(g−1s) · a if s ∈ gH,
0 if s < gH.

It is easily verified that ξH(g, a) ∈ IndG
H(A) and that these elements generate IndG

H(A) as an
abelian group. See [4, Section 6] for a list of relations among the ξH(g, a) for different g
and a.

Let B ∈ HAlg`. Let ψB : MH B → ResH
G IndG

H(MH B) be the H-equivariant morphism
defined by:

ψB(ei j ⊗ b) = ξH(1, ei j ⊗ B)

Let ψ̄B ∈ K
H(B,ResH

G Ind
G
H(B)) be the following composite in KH, where the isomorphism

on the left is given by the functorial zig-zag of Lemma 5.3.6:

B � MH B
jH(ψB) // ResG

HInd
G
H(B)

It can be shown that ψ̄B is the unit of the desired adjunction between ResH
G and Ind

G
H; see

the proof of [4, Theorem 6.14] for details. �
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Theorem 5.3.18 (cf. [4, Theorem 6.14]). Let G be a countable group and let H ⊆ G be
a subgroup. Let B ∈ HAlg` and let C ∈ GAlg`. Let ψB : MH B → ResH

G IndG
H(MH B) be

the H-equivariant morphism defined in the proof of Theorem 5.3.17. Then the following
composite is a weak equivalence of spectra:

KG(Ind
G
H B,C) Res // KH(ResH

G Ind
G
H(B),ResH

GC)
ψ∗B // KH(MH B,ResH

GC)

Proof. It is straightforward from Theorem 5.3.16 and the proof of Theorem 5.3.17. �
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