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Abstract. In this paper we analyze piecewise linear finite element approximations of the
Laplace eigenvalue problem in a plane domain with an external cusp. Since the domain under
consideration is curved and non-Lipschitz, the classical spectral theory can not be applied di-
rectly. We present the eigenvalue problem in a proper setting, and relying on known convergence
results for the associated source problem, we obtain quasi optimal order of convergence for the
eigenpairs.

1. introduction

The numerical approximation of eigenvalues and eigenfunctions by the finite element method
is a major concern in science and engineering and has been widely analyzed from the theoretical
point of view for different kind of spectral problems. In the context of compact operators a
general and well known theory [4, 5, 11] allows to obtain, under appropriate assumptions, spectral
convergence of a discrete approximation from convergence results of the source counterpart. This
is particularly true in conforming methods for problems involving polygonal domains since, in
general, them fit straightforwardly the framework given by the general theory. On the contrary,
for a curved domain Ω and linear elements, the convergence of the method for the source problem
does not guarantee the convergence of the spectral approximation, since the domain Ωh given
by the finite element mesh does not agree with Ω. Indeed, as it is clearly pointed out in the
literature, even for the Laplace operator and smooth domains, the eigenvalue approximation
problem needs a particular treatment for both, Dirichlet [9, 12, 13, 14] as well as Neumann [7]
boundary conditions.

The goal of this paper is the analysis of piecewise linear finite element spectral approximations
of the Laplace operator with mixed boundary conditions, in a plane domain with an external
cusp. This problem is not covered by the known literature which, as far as we know, only deals
with polygonal or smooth domains.

Let Ω ⊂ R2 be:

Ω = {(x, y) : 0 < x < 1, 0 < y < xα},
where α > 1. With Γ = Γ1 ∪ Γ2 ∪ Γ3 we denote the boundary of Ω, where

Γ1 = {0 ≤ x ≤ 1, y = 0}, Γ2 = {x = 1, 0 ≤ y ≤ 1} and Γ3 = {0 ≤ x ≤ 1, y = xα}

(see Figure 1).
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Figure 1. Cuspidal domain

We consider the following eigenvalue problem:




−∆u = λu , in Ω
∂u

∂ν
= 0 , on Γ1 ∪ Γ3

u = 0 , on Γ2

(1.1)

where ν denotes the outside normal.
Taking V = {v ∈ H1(Ω) : v|Γ2 = 0}, the variational formulation of (1.1) is given by: find

λ ∈ R and u ∈ V , u 6= 0 such that

a(u, v) = λb(u, v) ∀v ∈ V (1.2)

where a(u, v) =
∫
Ω∇u∇v and b(u, v) =

∫
Ω uv.

In order to introduce the linear finite element approximation of (1.2) we consider a family of
triangulations {Th}, and we write Ωh = ∪T∈Th

T . We assume that the nodes belonging to Γh,
the boundary of Ωh, also belong to Γ, and therefore Ω ⊂ Ωh. Observe that each Th is actually
a triangulation of Ωh instead of a triangulation of Ω.

Associated with {Th} we have the finite element space

Vh = {v ∈ H1(Ωh) : v|Γ2 = 0 and v|T ∈ P1 ∀T ∈ Th}
where P1 denotes the space of linear polynomials.

Then, the finite element approximation problem of (1.2) reads: find λh ∈ R and uh ∈ Vh,
uh 6= 0 satisfying

ah(uh, vh) = λhbh(uh, vh) ∀vh ∈ Vh (1.3)

where ah(u, v) =
∫
Ωh
∇u∇v and bh(u, v) =

∫
Ωh

uv.
In order to analyze the convergence properties of (1.3) we use the abstract approximation

theory stated in [4, 5, 11]. Therefore we need to introduce appropriate compact operators T and
Th associated to (1.2) and (1.3) respectively defined in the same functional space (a requirement
not easy to fulfill since Ω 6= Ωh) and such that Th → T in norm. In the case of a smooth curved
domain Ω, and the Laplace spectral problem with Neumann boundary conditions, in [7] the
authors successfully define T and Th in L2(Ω) and obtain optimal order of convergence for the
eigenpairs. Since in our problem the Dirichlet data is given only on the straight parts of Γ, the
method described in [7] can be easily adapted to our setting. However, following that approach
we were not able to obtain optimal order of convergence for eigenvalues nor for eigenfunctions in
H1, since certain classical results in Sobolev spaces do not hold in domains with external cusps.
Therefore, we propose a different approach and define T and Th in L2(R2) extending by zero the
involved functions. Due to the existence of Neumann boundary conditions this procedure is not
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standard and, as expected, only provides a poor order of convergence in L2. Nevertheless, by
means of a further analysis, we prove optimal order of convergence for eigenvalues and optimal
order error estimates for eigenfunctions in the H1 norm.

Let us recall that the Poisson’s source problem associated to (1.1) plays a fundamental role
in the analysis of convergence of the spectral discrete approximation [4, 5, 11]. In this regard
it is shown in [2, 8] that the solution of such a problem belongs to H2(Ω) if the source f is
in L2(Ω) and if 1 < α < 3. Moreover, quasi-optimal order error estimates in L2 and H1 were
respectively obtained in [1] and [3] for linear finite element approximations using appropriated
graded meshes.

This paper is organized as follows: In Section 2 we introduce linear operators T and Th

associated to the problems (1.2) and (1.3) respectively. In Section 3 we recall some results
involving the graded meshes that we will use in the rest of the paper. In Section 4, we prove
convergence of the eigenfunctions and eigenvalues with quasi optimal order. Finally, in Section
5, we show some numerical examples and we study the behavior of the discrete approximation
of the first eigenvalue that seems to be monotonically decreasing when h goes to zero.

2. Statement of the spectral problems

In this section we introduce linear operators T and Th with spectra related to those of problems
(1.2) and (1.3) respectively, and in Section 4 we show that Th → T in norm when h goes to zero.

For a function w defined in some domain D ⊂ R2, we denote with w̄ its extension by zero
from D to R2.

Let T be the operator defined by

T : L2(R2) → L2(R2) Tf = ū,

with u ∈ V the solution of

a(u, v) = b(f, v) ∀v ∈ V. (2.4)
It is known that the solution of (2.4) is in H2(Ω) if the source f is in L2(Ω) and if 1 < α < 3
[2, 6, 8]. Moreover, there exists a constant C such that

‖u‖H2(Ω) ≤ C‖f‖L2(Ω) (2.5)

In particular, T is a well-defined bounded self adjoint operator

‖Tf‖L2(R2) ≤ C‖f‖L2(R2).

It is easy to see that λj is a positive eigenvalue of (1.2) if and only if µj := 1
λj

is a positive
eigenvalue of the operator T and the corresponding eigenfunctions are related by uj ←→ ūj .
Therefore, from the regularity results and the classical spectral theory we can conclude that the
eigenfunctions uj lies in H2(Ω). The a priori estimate (2.5) together with compact imbedding
results for external cusps (see page 430 in [10]) show that T is a compact operator. Its spectral
properties as well as the spectral approximation theory relies on this fact. On the other hand,
even when Ω is not regular, some extension operator can be constructed. More precisely, the
solution of (1.2) can be extended to a function in a weighted Sobolev space with the weight being
a power of the distance to the cuspidal point [3, 10]. Indeed, there exists a function uE ∈ H2

α(R2)
such that uE |Ω = u, and

‖uE‖H2
α(R2) ≤ C‖u‖H2(Ω). (2.6)

where the weighted Sobolev space H2
α is defined, for any domain D ⊂ R2, as follows:

H2
α(D) =

{
v : r

α−1
2 Dγv ∈ L2(D) ∀ γ , |γ| ≤ 2

}
(2.7)
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with r =
√

x2 + y2, and

‖v‖2
H2

α(D) =
∑

|γ|≤2

‖r α−1
2 Dγv‖2

L2(D).

This extension result will be useful for bounding the aproximation error.
Now, we define the discrete analogue of the operator T as:

Th : L2(R2) → L2(R2) Thf = ūh

with uh is the solution of
ah(uh, vh) = bh(f, vh) ∀vh ∈ Vh (2.8)

Using the Poincaré inequality, it is easy to see that the bilinear form ah(·, ·) is coercive and
continuous on Vh and the linear functional Lh(v) = bh(f, v) is continuous on Vh. Therefore,
from the Lax-Milgram theorem, we can conclude that there exists a unique solution uh ∈ Vh of
problem (2.8). So, the operator Th is well defined and there exits a constant C, independent of
h, such that

‖Thf‖L2(R2) ≤ C‖f‖L2(R2)

It is easy to see, as in the continuous case, that λh.j is a positive eigenvalue of (1.3) if and
only if µh,j is a positive eigenvalue of the operator Th and the corresponding eigenfunctions uh,j ,
ūh,j satisfies uh,j = ūh,j |Ω.

In order to prove that the operators Th converge to T in norm when h goes to zero, we need
to analyze the error between the solutions of the problems (2.4) and (2.8).

3. Graded Meshes

We will assume that the family of meshes {Th} satisfies the same properties considered in
[1, 3]. More precisely, we take 1 < α < 3 and define γ = (α − 1)/2. Let Th be a triangulation
of Ωh, where Ωh is an approximate polygon of Ω with all its vertices belonging to Γ, and h > 0
be a parameter that goes to 0. If for each T ∈ Th we denote by hT its diameter and by θT its
maximum angle, we assume that there exist positive constants σ and θM < π, independent of
h, such that

(1) θT < θM , ∀T ∈ Th (the maximum angle condition).
(2) hT ∼ σ h

1
1−γ , if (0, 0) ∈ T .

(3) hT ≤ σ h infT xγ , if (0, 0) /∈ T .

We denote by Γj
3,h, 1 ≤ j ≤ n, the edges on the boundary of Ωh, by Pj−1 = (xj−1, x

α
j−1) and

Pj = (xj , x
α
j ) their endpoints with x0 = 0 and xn = 1, and by Γj

3 the part on Γ3 with the same
endpoints (see Figure 2). By Ωj

h we denote the region bounded by Γj
3 and Γj

3,h.
In addition to the assumptions (1), (2) and (3) we will need for our error analysis the following

hypothesis on the meshes:

(Ha) For 1 ≤ j ≤ n the region Ωj
h is strictly contained in only one triangle denoted by Tj . We

denote the diameter of Tj by hj .

Let us also notice that, for 2 ≤ j ≤ n,

xj ≤ Cxj−1
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Figure 2

where C can be taken independent of h. Indeed, from (Ha) we have xj − xj−1 ≤ C|Γj
3,h| for

some constant depending only on α. Then, xj − xj−1 ≤ Chj , and hence, from assumption (3)
we get

xj ≤ xj−1

(
1 + Chxγ−1

j−1

)
.

Therefore, we have proved the following useful result

Lemma 3.1. For 2 ≤ j ≤ n,
xj−1 ≤ xj ≤ Cxj−1

with C depending only on α and σ.

We also have, for these graded meshes, the following bound for the measure of the set Ωh \Ω
in terms of the parameter h (see [1]):

|Ωh \ Ω| ≤ Ch2. (3.9)
We will need, in addition to assumptions (1),(2),(3) and (Ha), the following hypothesis about

the mesh:
(Hb) For each triangle Tj with vertices Pj−1, Pj , Rj , and for hj small enough, the triangle T̃j

with vertices Pj−1+Rj

2 ,
Pj+Rj

2 , Rj (see Figure 3) does not intersect Ωj
h.

T̃j

Ω
j
h

Pj

Pj−1 Rj

Figure 3

Remark 3.1. As we have mentioned in [1] it can easily be deduced that (Hb) holds for meshes
with only regular elements, and for domains with smooth boundaries. Meshes for the domains
under consideration in this paper involve necessarily anisotropic elements and this kind of ele-
ments may fail to verify condition (Hb).
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In what follows we will assume that the family of triangulations under consideration verifies
(1),(2),(3), (Ha) and (Hb).

4. Spectral approximation

In the next lemma we show that Th → T in norm as h goes to zero. Despite the poor order
given in (4.10) this result allows us to state the convergence for eigenvalues.

Lemma 4.1. There exists a positive constant C such that for any f ∈ L2(R2)

‖Tf − Thf‖L2(R2) ≤ Ch‖f‖L2(R2) (4.10)

Proof. For any f ∈ L2(R2) from the definition of the operators T and Th we have that

‖Tf − Thf‖2
L2(R2) = ‖ū− ūh‖2

L2(R2)‖ = ‖ū− uh‖2
L2(Ωh) = ‖u− uh‖2

L2(Ω) + ‖uh‖2
L2(Ωh\Ω)

From the L2 error estimates given in Theorem 4.2 in [1] we get

‖Tf − Thf‖2
L2(R2) ≤ Ch4 log2(1/h)‖f‖2

L2(Ω) + Ch2‖f‖2
L2(Ωh\Ω) + ‖uh‖2

L2(Ωh\Ω) (4.11)

and hence we only need to bound the last term of the previous inequality. Since,

‖uh‖2
L2(Ωh\Ω) ≤ 2‖uE − uh‖2

L2(Ωh\Ω) + 2‖uE‖2
L2(Ωh\Ω)

by using Theorem 5.1 in [1] we obtain

‖uh‖2
L2(Ωh\Ω) ≤ Ch4 log2(1/h)‖f‖2

L2(Ω) + Ch2‖f‖2
L2(Ωh\Ω) + 2‖uE‖2

L2(Ωh\Ω) (4.12)

From (4.4) in [3] we know that uE ∈ L∞(Ωh) and there exists a constant C, independent of h
and α, such that

‖uE‖L∞(Ωh) ≤ C‖u‖H2(Ω)

Therefore, from (3.9) we obtain

‖uE‖L2(Ωh\Ω) ≤ C|Ωh \ Ω| 12 ‖u‖H2(Ω) ≤ Ch‖u‖H2(Ω)

and using (2.5) we get

‖uE‖L2(Ωh\Ω) ≤ Ch‖f‖L2(Ω)

and so

‖uh‖2
L2(Ωh\Ω) ≤ Ch4 log2(1/h)‖f‖2

L2(Ω) + Ch2‖f‖2
L2(Ωh\Ω) + Ch2‖f‖L2(Ω) (4.13)

and the proof concludes from (4.11) and the previous estimate. ¤
Remark 4.1. We observe that if f is an eigenfunction of T then f ≡ 0 outside of Ω, and
therefore by using Theorem 3.2 in [1], we get

‖Tf − Thf‖2
L2(R2) ≤ Ch4 log2(1/h)‖f‖2

L2(Ω) + ‖uh‖2
L2(Ωh\Ω). (4.14)

In view of (4.13) the order in L2 norm can not be improved with our approach.

Now, we apply the spectral approximation theory given in [4].
Let µ be an eigenvalue of T with multiplicity m, we denote by E the associated eigenspace.

From Lemma 4.1 we know that Th converges to T in norm when h goes to 0 and so, there exist
exactly m eigenvalues of Th, µ1

h, · · · , µm
h repeated according to their algebraic multiplicities

converging to µ. Let Eh be the direct sum of the associated eigenspaces. Defining the gap δ̄
between two subspaces, X and Y of L2(R2)

δ̄(X ,Y) := max {δ(X ,Y), δ(Y,X )}
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with

δ(X ,Y) = sup
v∈X ,‖v‖L2(R2)=1

(
inf
w∈Y

‖v − w‖L2(R2)

)

we have the following result

Lemma 4.2. There exists a constant C such that

δ̄(E , Eh) ≤ Ch

Proof. It is a consequence of Lemma 4.1, and Theorem 7.1 in [4]. ¤

From the spectral theory it follows immediately that (see, for example, Theorem 2 in [11])

|µj − µh,j | ≤ Ch

Corollary 4.1. Let µj be the j-th (simple) eigenvalue of T and let µh,j be the associated j-th
eigenvalue of Th. Then, the corresponding eigenfunctions uj and uh,j can be chosen such that
‖uj‖L2(Ω) = 1, ‖uh,j‖L2(Ω) = 1 and

‖uj − uh,j‖L2(Ω) ≤ Ch,

with C a strictly positive constant.

Proof. From the spectral theory we know that, given µj the j-th (simple) eigenvalue of T and
µh,j the associated j-th eigenvalue of Th the corresponding eigenfunctions ūj and ūh,j can be
chosen in such a way that ‖ūj‖L2(R2) = ‖uj‖L2(Ω) = 1, ‖ūh,j‖L2(R2) = ‖uh,j‖L2(Ωh) = 1 and

‖uj − uh,j‖L2(Ω) ≤ ‖ūj − ūh,j‖L2(R2) ≤ Ch. (4.15)

Now, let ûh,j = ūh,j/‖ūh,j‖L2(Ω) then, since

‖uh,j‖2
L2(Ω) = ‖uh,j‖2

L2(Ωh) − ‖uh,j‖2
L2(Ωh\Ω) = 1− ‖uh,j‖2

L2(Ωh\Ω),

from (4.15) and (4.13) we get

‖uj − ûh,j‖L2(Ω) ≤ ‖uj − uh,j‖L2(Ω) + ‖uh,j(1− 1
‖uh,j‖L2(Ω)

)‖L2(Ω)

≤ Ch +

∣∣∣∣∣1−
1

‖uh,j‖L2(Ω)

∣∣∣∣∣ = Ch +
1− ‖uh,j‖2

L2(Ω)

‖uh,j‖L2(Ω)(1 + ‖uh,j‖L2(Ω))

≤ Ch +
1− ‖uh,j‖2

L2(Ω)

‖uh,j‖2
L2(Ω)

= Ch +
‖uh,j‖2

L2(Ωh\Ω)

‖uh,j‖2
L2(Ω)

≤ Ch +
Ch2

1− Ch2
,

and we conclude the proof. ¤

The order for the approximate eigenvalues can be improved by using the following lemma.

Lemma 4.3. There exists a positive constant C such that

|
∫

R2

(T − Th)fg| ≤ Ch2log(1/h)‖f‖L2(R2)‖g‖L2(R2) ∀f, g ∈ E
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Proof. Let f, g ∈ E and let

ū = Tf, u = ū|Ω, ūh = Thf, uh = ūh|Ω
v̄ = Tg, v = v̄|Ωh

, v̄h = Thg, vh = v̄h|Ωh

Then, since f |R2\Ω = 0 and g|R2\Ω = 0 we have that
∫

R2

(T − Th)fg =
∫

Ω
(T − Th)fg =

∫

Ω
(ū− ūh)g =

∫

Ω
ug −

∫

Ω
uhg

On the other hand, from (2.4) and (2.8), we have that∫

Ω
∇u∇w =

∫

Ω
fw ∀w ∈ V

∫

Ω
∇v∇w =

∫

Ω
gw ∀w ∈ V

and ∫

Ωh

∇uh∇wh =
∫

Ω
fwh ∀wh ∈ Vh

∫

Ωh

∇vh∇wh =
∫

Ω
gwh ∀wh ∈ Vh

In particular, ∫

Ω
ug =

∫

Ω
∇u∇v

∫

Ω
uhg =

∫

Ωh

∇vh∇uh

and, since functions in Vh restricted to Ω belong to V , we also have that
∫

Ωh

∇uh∇vh =
∫

Ω
fvh =

∫

Ω
∇u∇vh

and ∫

Ωh

∇vh∇uh =
∫

Ω
guh =

∫

Ω
∇v∇uh.

As a consequence,∫

Ω
ug −

∫

Ω
uhg =

∫

Ω
ug −

∫

Ω
∇u∇vh −

∫

Ω
∇uh∇v +

∫

Ωh

∇uh∇vh

=
∫

Ω
∇(u− uh)∇(v − vh) +

∫

Ωh\Ω
∇uh∇vh (4.16)

For the first term in (4.16), by Theorem 4.1 in [1], we know that∫

Ω
∇(u− uh)∇(v − vh) ≤ Ch2 log(1/h)

On the other hand, we have that

‖∇uh‖L2(Ωh\Ω) ≤ ‖∇uE −∇uh‖L2(Ωh\Ω) + ‖∇uE‖L2(Ωh\Ω).

Then, this estimates joint with Lemma 2.7 and Theorem 4.1 in [1] and (2.5) allows us to conclude
that

‖∇uh‖L2(Ωh\Ω) ≤ Ch
√

log(1/h)‖f‖L2(Ω). (4.17)
Hence, in view that an analogous estimate for vh holds, we conclude the proof.

¤
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Now we are able to establish the optimal order error estimate for the approximate eigenvalues.

Theorem 4.1. Let µj be the j-th (simple) eigenvalue of T and µh,j the j-th eigenvalue of Th.
Then, there exists a strictly positive constant C such that

|µj − µh,j | ≤ Ch2log(1/h)

Proof. It follows from the previous lemma, Lemma 4.1, and Theorem 7.3 in [4]. ¤
The next lemma gives an expression for the difference between the j-th eigenvalue λj and its

approximation λh,j and it is, in particular, a tool to obtain optimal order error estimates for
eigenfunctions in H1 norm.

Lemma 4.4. Let (λj , uj) and (λh,j , uh,j) be the j-th eigenpairs solutions of problems (1.2) and
(1.3) respectively, with ‖uj‖L2(Ω) = 1 and ‖uh,j‖L2(Ω) = 1. Then we have that

λh,j−λj = ‖∇(uj−uh,j)‖2
L2(Ω)−λj‖uj−uh,j‖2

L2(Ω)+‖∇uh,j‖2
L2(Ωh\Ω)−λh,j‖uh,j‖2

L2(Ωh\Ω) (4.18)

Proof.

λj + λh,j = λj‖uj‖2
L2(Ω) + λh,j‖uh,j‖2

L2(Ω)

= a(uj , uj) + ah(uh,j .uh,j)− λh,j‖uh,j‖2
L2(Ωh\Ω)

= a(uj − uh,j , uj − uh,j) + 2a(uj , uh,j) + ‖∇uh,j‖2
L2(Ωh\Ω) − λh,j‖uh,j‖2

L2(Ωh\Ω)

= ‖∇(uj − uh,j)‖2
L2(Ω) + 2λj

∫

Ω
ujuh,j + ‖∇uh,j‖2

L2(Ωh\Ω) − λh,j‖uh,j‖2
L2(Ωh\Ω)

= ‖∇(uj − uh,j)‖2
L2(Ω) + 2λj − λj‖uj − uh,j‖2

L2(Ω) + ‖∇uh,j‖2
L2(Ωh\Ω) − λh,j‖uh,j‖2

L2(Ωh\Ω),

then (4.18) holds.

Theorem 4.2. Let λj be the j-th (simple) eigenvalue of problem (1.2) and let λh,j be the
associated j-th eigenvalue solution of (1.3). Then, the corresponding eigenfunctions uj and uh,j

can be chosen such that ‖uj‖L2(Ω) = 1, ‖uh,j‖L2(Ω) = 1 and

‖uj − uh,j‖H1(Ω) ≤ Ch
√

log(1/h)

with C a strictly positive constant.

Proof. From (4.18) we observe that

‖∇(uj − uh,j)‖2
L2(Ω) ≤ |λh,j − λj |+ λ‖uj − uh,j‖2

L2(Ω) + ‖∇uh,j‖2
L2(Ωh\Ω) + λh,j‖uh,j‖2

L2(Ωh\Ω)

and so, the result follows from Corollary 4.1, Theorem 4.1 and inequalities (4.13) and (4.17).

5. Numerical Experiments

In this section we present numerical approximations of the first eigenvalue for the problem
(1.2) showing an order of convergence in agreement with the theoretical results. On the other
hand our numerical experiments suggest that the discrete eigenvalue sequence is monotonically
decreasing.

Table 1 shows numerical approximations of the first eigenvalue for α = 2. Considering the
reference value λ = 7.71 obtained by extrapolation, Table 2 presents the relative error |λ −
λh,1|/λ. Let us notice that, assuming that the error |λ − λh,1| behaves as ChR log h, we have
R ≈ 2 (as suggested by Theorem 4.1). Similar results are obtained for different values of α,
1 < α < 3.

In all the cases computed we observe that the discrete sequence monotonically decreases with
h. As it is shown in Table 1 for α = 2 and in Table 3 where we display the numerical result for
α = 1.5.
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number of nodes λh,1

26 8.25716040850849
87 7.74861922546067
254 7.72269504278331
884 7.71351132128358
3447 7.71083240068189

Table 1. Numerical approximation of the first eigenvalue for α = 2 with graded meshes

number of nodes |λ− λh,1|/λ
26 0.070967627562709
87 0.005008978658972
254 0.001646568454385
884 0.000455424290996
3447 0.000107963771970

Table 2. Errors |λ− λh,1|/λ for the first eigenvalue for α = 2 with graded meshes

number of nodes λh,1

16 6.47453652207
42 6.37127872165
157 6.28202778561
533 6.27324527028
2113 6.26993965925

Table 3. Numerical approximation of the first eigenvalue for α = 1.5 with
graded meshes

Indeed, from (4.18), we have

λh,j − λj =
(‖∇(uj − uh,j)‖2

L2(Ω) + ‖∇uh,j‖2
L2(Ωh\Ω))− λh,j(‖uj − uh,j‖2

L2(Ω) + ‖uh,j‖2
L2(Ωh\Ω))

1− ‖uj − uh,j‖2
L2(Ω)

,

and for h small the sign of λh,j − λj depends on the difference of the two terms given in the
numerator. Since we would expect the second one to be of higher order than the first one, we
can conjecture that λh,j − λj > 0 for h small enough.

On the other hand, assuming λh,j − λj > 0 and considering λH,j and λh,j , eigenvalues of
problem (1.3) with H > h, we can write λH,j − λh,j = λH,j − λj − (λh,j − λj). Then, Theorem
4.1 would imply the monotonicity of the discrete sequence of eigenvalues.

Acknowledgments: We want to thank Rodolfo Rodŕıguez for several fruitful discussions and
suggestions.
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